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Abstract

With the large number of internet users today, fake news and misinformation
become more and more visible online, especially through social media plat-
forms. Users’ belief in online information and news is related to trust in the
information sources. To prevent the dissemination of fake news and misinfor-
mation online, trust can be supported by provenance information in online
publications. We use the OurPrivacy conceptual framework to illustrate a way
in which provenance can be used to help users define their trust in artifacts
posted online. We also discuss the possibility to filter artifacts by only viewing
trusted sources of information.
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1 Introduction

Internet users are everywhere. Around the globe, smartphone ownership
rates are rising fast [12], especially in developing countries in which mobile
phones used to be considered a luxury. Because of the large amounts of
active internet users, it is safe to say that fake news or misinformation online is
more dangerous than ever. Although trusted organizations attract more direct
traffic [13], Allcott and Gentzkow performed a study on the 2016 United
States presidential election and found that 13.8% of news and information was
accessed on social media [1]. More recently, in a study with 174 participants,
Bentley et al. found that 16% of all news sessions started from social media [2].
The shareability of fake news in social media is massive, and in a recent survey,
37% of the respondents admitted having “come across a news story, believed
it to be true, then later realized that it was either exaggerated, inaccurate or
blatantly false” [6]. Moreover, people may remember fake news better than tra-
ditional news [3].

Besides social media, messaging mobile applications, such as WhatsApp, with
over one billion active users [5], provide a great platform for the dissemina-
tion of all kinds of information, including misinformation. This issue is so well
known that, on their Frequently Asked Questions page, WhatsApp provides tips
to help prevent the spread of rumors and fake news [16]. They include a brief
explanation of their “Forwarded” feature, which indicates whether a message has
been forwarded to the user. This could mean that the person who sent it may not
have written it, and thus the receiving end should double check the facts.

Lazer et al. discussed potential interventions for controlling the flow of fake
news, dividing them into two categories: individual empowerment and algo-
rithms [11]. The former includes mostly fact checking and researching as a
means to confirm the information, whilst the latter regards automatic detec-
tion of untrustworthy sources. The authors suggest that social media platforms
could provide a sort of “seal of approval” for certain sources, which then would
be used to sort and rank the content the users would then consume.

In the following section we discuss some of the trust and provenance aspects
of information shared online. Next, we propose to use a conceptual framework
to help contain the flow of fake news. Finally, we provide a conclusion and
propose next steps.

2 Provenance and trust

Gil and Artz define content trust as “a trust of judgement on a particular piece
of information in a given context” [7]. It is a subjective judgment, and two peo-
ple may have opposite opinions on whether they trust a piece of information.
This generates a problem when it comes to actual false information. It is not
possible to control whether someone will believe what he/she reads online, and
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often people believe without questioning. In particular, older adults are more
likely to believe false information than young adults, consciously recollecting
false statements as true [3, 8]. Therefore, although there are indeed internet
users who may believe false information more often than other users, it is still
important to lower trust on fake news or misinformation.

Wang and Mark performed a study in 2013 comparing trust in official media
and in citizen media in China [15]. Official media comprises companies run
or influenced by the state, with professional journalists, and citizen media is
media posted and disseminated by citizens in social media. They found two
contrasting groups of respondents, Traditional (high trust in official, low trust
in citizen media) and New Generation (low trust in official, high trust in citizen
media). The authors hypothesize that this difference in behavior could be due
to political views, or due to the social media adoption by the New Generation
group, earlier than the Traditional group, which can lead to familiarity and
then trust in citizen media.

In a similar study, Hermida et al. found that 37% of news consumers tend to
trust and prefer content curated by professional journalists over user-generated
content, but 44% of respondents were unsure [9]. Ultimately, on specific pieces
of information, this uncertainty will result in either trust or not trust.

Gil and Artz listed 19 factors that influence content trust [7]. In this paper,
in order to help users make a decision on trust, we focus on provenance.
Provenance, in this context, can be defined as the source and date of a piece of
information, such as a news outlet. News articles that are purposefully created
as fake news usually are not originated from a source with respectful journalis-
tic reputation, so their provenance may not generate trust on the reader.

The provenance of a piece of information has a direct effect on trust [6],
which then defines whether a reader believes in it or not. When a news article
is shared on social media, the provenance is easily identified by experienced
users via the URL of the source website. However, when the information shared
does not contain a clear source, the users have to do research and fact check it
themselves, but this requires some skepticism from their part.

Content trust can also be established by having a “trust chain” One may not
trust a specific piece of information published by an untrusted source A, but if
a previously trusted source B states that it trusts A’s publication, then one can
then start trusting A [10].

In the next section, we discuss the use of a conceptual framework called
OurPrivacy in the context of using provenance information to create — or not —
trust in information shared online.

3 OurPrivacy

OurPrivacy is a conceptual framework to characterize what privacy is in the
context of social networks and how privacy rules can be expressed [14]. Each
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piece of information is modelled as a nanopublication,' which comprises three
basic elements: the assertions, the provenance, and the publication informa-
tion. The assertions are related to the content of the nanopublication, i.e., the
semantic information it represents. The provenance is considered metadata
about the assertions: it contains information about how to assertions came to
be. Finally, the publication information is metadata about the nanopublication
as a whole. In the context of a social network, it contains information about
the user who actively posted the nanopublication, whereas the provenance
information regards where the information (assertions) actually came from.

By modeling social media artifacts as nanopublications, the provenance
information can be used as a means to establish trust in that artifact. Having
this information readily available, since it is tied to the content of the artifact,
the user can use it to determine whether he/she trusts it or not.

OurPrivacy also allows users to create privacy rules. A privacy rule can ref-
erence the content (assertions), provenance or publication information of an
artifact. For instance, John Stuart can specify a rule that states that he only
wants to access artifacts that have BBC or CNN listed as their provenance. He
can also set a rule that prevents his grandmother from viewing his publications
about politics, maybe because he tends to use sarcastic tones and knows his
grandmother would take his words literally.

The OurPrivacy framework allows for customization of rules about virtu-
ally any type of artifact, since we consider that the assertions would contain
complete semantic information, which would be supported by the provenance
information. This model could be used as a way to help control the dissemina-
tion of fake news or misinformation, by using the provenance information as
a type of filter.

Besides being able to create rules in a top-down fashion, as stated above, we
can also envisage using fake news detectors, such as XFake [17], to inform our
decisions on which rules to create, thus also supporting a bottom-up process
for creating rules.

The “trust chain” mentioned in the previous section can also be tracked
using OurPrivacy in a network of artifacts. As an example, we have a user U,
an untrusted source A and a trusted source B. A’s publications are generally not
trusted by U, whereas B’s are trusted. If B were to publish a claim, i.e., generate a
new artifact, about trusting A’s publication, in the “provenance” element of the
artifact there would be some information relating to As original publication.
Since B is citing A’s publication in order to back it up, the provenance informa-
tion should contain A’s publication. Also, in the assertions, it should be stated
that B trusts A’s publication.

This way, the user U could also customize rules or browse the network look-
ing for trusted sources that claim to trust the previously untrusted publication
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by A. The chain of claims regarding trust in other publications should be trans-
parent for users to help make their decisions about trusting new sources.

By modeling social media using nanopublications as artifacts, as proposed
in OurPrivacy, a change in paradigm is impending. In social networks today,
it is common to have both the assertion and the publication information com-
ponents. The provenance aspect would be a new element, and social media
users would need to be aware of the change. Publications and news they con-
sume would have the provenance information available, and people would
learn to use it to make more informed decisions regarding trust and whether to
disseminate the publication.

4 Conclusions

The information available on social media today is mostly unstructured,
which makes it difficult to track and to navigate in. This helps with the propa-
gation of fake news, which are posted and consumed every day, especially in
social media and messaging applications. The general population tends to
use social media without considering the impact of their publications. Sharing
misinformation is not usually seen as a critical act, but in our view it should.

The OurPrivacy conceptual framework can be used as a model for a more
transparent social media. By mapping artifacts as nanopublications, the
provenance information is tied with the assertions contained in the artifact,
and can help the user in knowing the source of the information. Although
most publications in social media today do not contain clear sources and
are not structured in a way that contains semantic information, perhaps
in the future this shall be possible, and OurPrivacy could be used to model
this network.

Trust in information online varies from person to person, but we can try to
make it easier for users to make their decisions when defining their beliefs. By
providing clear provenance information, or allowing users to filter through
their networks, we can perhaps help decrease the proliferation of fake news
and misinformation.
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