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Abstract

Artificial intelligence (AI) is becoming more prevalent in today’s society. 
However, decisions are often made based on single AI models, which we call 
single-minded AI. The use of single-minded AI might bring great harm, while 
the use of AI-human collectives might help debias the decision-making process 
and thus promote better decisions. We illustrate through a speculative design 
fiction some of such potential risks and benefits. Our goal is to help frame the 
discussion on some of the necessary advances in managing AI to allow for 
better human-AI collaboration.
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1  Introduction

During the years of 1948 to 1991 the South African government instituted 
oppressive policies, aimed at keeping control over a specific segment of their 
population. If, in that time, the Apartheid-instituting government had access 
to AI algorithms, perhaps history would have been different. That is the prem-
ise of our design fiction. In it, we create a narrative in which a major point 
in history is negatively impacted by single-minded AI technology, and explain 
how collective AI might help avoid such situations. By speculating through 
design fiction, we are able explore ethical and social issues of everyday life, 
asking what-if questions and opening the space for debate and discussion [5]. 
This work is meant to serve both as a warning on AI’s potential for oppression 
and as a reframing of that potential for good.

Throughout our narrative, we reference tools that already exist today to illus-
trate how the narrative could come to pass. Some institutions use such tools to 
keep control over people [6, pp. 7–13], endangering freedoms that are essential 
to democracy. The following two-part story seeks to illustrate these potentials 
for abuse and a path to mitigate them.

2  Single-minded AI: The Menace

As Mandela walked away from prison, he knew he was not the same man he 
was 27 years earlier. The world had also changed. AI technology had made 
enormous strides during his prison sentence. Artificial intelligence tools were 
now widely available, with many governments using them in various ways.

The Apartheid-enforcing South African government was among the users of 
this technology. Various AI-based tools decided where you could go, what you 
could do, and who you could meet [6, pp. 7–13]. All of them were connected 
by a single artificial consciousness, called Orpheus. Orpheus made most of the 
governmental day-to-day decisions, with humans creating rules for it to follow 
but being kept out of the loop from the final decision making.

Mandela knew that Orpheus would be a great opponent in his fight for South 
African black liberation, as the AI strictly followed the racial separation rules 
implemented by the government. He decided to fight back by going into poli-
tics. However, when he tried to get approval to run for office, he was denied, as 
Orpheus had decided he was too dangerous, because of his criminal past [2]. 
He tried to appeal the ruling, but there were no processes in place for the people 
to challenge Orpheus [6, pp. 36–69].

Having seen the first push-back from this new AI-empowered government, 
Mandela decided to gather his supporters to protest against Orpheus. Every 
time his people gathered, they were dispersed by the police. The police had 
authority to do so because facial recognition software had, in these gatherings, 
recognized individuals whom Orpheus had labeled as dangerous. This system 
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effectively prevented public gatherings, and protected the inequities supported 
by the Apartheid-enforcing government [7, 3].

Unable to argue with a machine, Mandela found no sign of hope. How could 
he and his allies defeat some algorithm that had singular control over many 
facets of day-to-day life? How could he argue against decisions whose reason-
ing was opaque? How could he prove that he and his allies had changed and 
become peaceful when the AI only followed past tendencies?

3  Diverse AI: A New Hope

As these forms of AI-boosted abuses started happening in authoritative regimes, 
the UN instituted councils where humans and AI could collaborate and dis-
cuss these issues. All representatives now have an ensemble of AI assistants who 
represent their interests and make them explicit, therefore creating a council with 
diversity of opinion [11]. Since all biases are explicit – and it can be checked 
that there are various interests being collectively represented in these councils 
– and humans have the last say, they would not easily succumb to authoritative 
decisions [1].

These collaborative human-AI councils started thinking about how they 
could avoid AI technology abuses, like those happening in South Africa. The 
AI counterparts would provide different rationales, explaining them to humans 
[10], and allowing for richer discussions [8, 11]. These improved discussions 
provided arguments for the international community to eventually convince 
the South African government to abandon Orpheus, allowing for Mandela and 
his allies to achieve South African liberation.

Single-minded AI, such as Orpheus, threatened freedom, but collective AI 
allowed humans to arrive at better decisions and prevent many humanitarian 
disasters. Humans work better together, and so might AI. By making biases 
and human interests explicit, they allowed for more transparent human-AI 
collaboration. By explaining the AI’s rationale, humans were allowed to question 
them, and decide how much weight they should assign to their suggestions. By 
making AI work in a collective structure, people can ensure that no one AI can 
skew the collective, thus leading to more measured decisions [1].

AI offers humans great power. It is up to humans to decide how to use it, for 
good or for bad.

4  Discussion

AI will probably have increasing impact in the coming years. As illustrated in 
our Mandela story, oppressive regimes might seek to use these tools to perpetu-
ate inequities and control their people [6, pp. 140–160]. AI is agnostic, and can 
serve for either good or bad. What will determine the outcome is the way in 
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which humans will use these tools. There is much work to be done to ensure 
that humans use AI wisely, and that opportunities for abuse are mitigated. 
Explainability is still a major challenge for AI. For there to be proper humanAI 
collaboration, it ought to be possible for humans to understand how AI mod-
els arrive at their decisions [4, 10]. Moreover, humans also need to have some 
oversight or even control over them, to ensure that these AI models behave in 
the way that humans expect them to [1].

Human-AI collaboration offers great potential, but this form of interaction 
should be structured properly. By having AI models work together and having 
their biases explicit, it might be possible to avoid potential skews in collective 
decision-making [8]. We can organize these collectives in different ways, each 
with their own advantages and disadvantages. In Figure 1, we show a couple 
of such organizational structures. In addition to different structures, there can 
also be different ways to weigh each member’s opinion, be they humans or AI. 
Selecting adequate structures and weights will then be essential for better col-
lective decision-making.

Single minded AI, however, may be a source of concern. Individual mod-
els may not be transparent, and may generate extremely biased outcomes. If 
humans put these individual models in positions of power, and do not allow 
for transparency and appeal, negative consequences become quite likely [9].
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