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Foreword

Itis with great pleasure that we welcome you to the
Proceedings of the Cardiff University Engineering Research
Conference 2023. The conference was established for the first
time in 2023 as part of a programme to sustain the research
culture, environment, and dissemination activities of the
School of Engineering at Cardiff University in the United
Kingdom. The conference served as a platform to celebrate
advancements in various engineering domains researched
at our School, explore and discuss further advancements in
the diverse fields that define contemporary engineering.

The structure of the conference programme reflected the
multidimensional nature of our research and was built
around the priority research areas for the School:

Engineering for Health forms a cornerstone of our
discussions, recognizing the pivotal role technology plays
in revolutionizing healthcare. We are applying the latest
research in medical engineering to push the boundaries
in areas where innovation has the potential to transform
patient care.

Civil Infrastructure takes centre stage as we improve the
sustainability and resilience of infrastructure across the
UK and the globe. We work on developing sustainable

and resilient total lifecycle solutions across a wide range
of domains including construction, structures, energy,
geo-environmental and water infrastructure systems. From
creating new nano-scale smart materials to macro-scale
urban interventions.

Advanced Manufacturing represents cutting-edge research
into materials, systems and transformative technologies to
transform engineering and economic performance in the
transport, energy generation and manufacturing industries.
Our research in this area focuses on developing smart
materials and structures, and sustainable manufacturing
processes that help create a sustainable and greener
economy.

Sustainable Energy stands as a testament to our
commitment to a greener, more efficient future. We aim

to advance energy technology and play a key role in
addressing the increasing demand for sustainable and

low carbon technologies while reducing environmental
impact and ensuring a sustainable environment. Our work
helps to drive forward net-zero solutions for achieving the
government carbon targets.

Compound Semiconductors and Applications represents
the cutting edge of electronics, a critical driver of progress
in the digital age. We explore the latest developments

in compound semiconductor materials, advanced
characterisation techniques, quantum optics and novel
circuit design methodologies and their diverse applications.
We anticipate breakthroughs that will power the next
generation of computing, communication, and sensing
technologies.

These proceedings are a testament to the shared vision

of engineers and researchers from our School as they are
working to address the challenges of today and set a course
towards a brighter tomorrow. We extend our gratitude to all
participants, presenters, and sponsors for their invaluable
contributions to this endeavour and look forward to hosting
this event again in 2024.

Professor Emiliano Spezi
Organizing Committee Chair
Cardiff University Engineering
Research Conference 2023

Dr Michaela Bray

Organizing Committee Deputy Chair
Cardiff University Engineering
Research Conference 2023
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Generalizability of Deep
Learning Models on Brain
Tumour Segmentation

Brain tumour segmentation is a hard and time-consuming task to be
conducted in the process of radiotherapy planning. Deep Learning (DL)
applications have a significant improvement in image segmentation

tasks. In this work, we apply DL models such as 2D and 2.5D U-NET to the
segmentation task of a brain tumour on the BraTS 2021 dataset and our local
dataset. The 2.5D network is a modified version of 2D U-NET by using three
slices as an input for each magnetic resonance imaging (MRI) sequence. We
achieve the best segmentation results with 2.5D U-NET on BraTS with Dice
scores of 86.97%, 91.27% and 94.42% for enhancing tumour, tumour core and
whole tumour respectively. On the other hand, our best segmentation result
of the GTV delineation on the local dataset is a Dice score of 78.51% for 2D
U-NET. Although the result of GTV contours is not improved by 2.5D for the
local dataset due to non-fixed voxel size, the Dice scores of ET, TC and WT are
improved by the proposed 2.5D U-NET for the BraTS dataset.
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INTRODUCTION

Brain tumours are one of the most lethal types of cancer
[1]. Glioblastoma (GBM) is a aggressive, rapidly developing
and fatal type of glioma that originates from glial cells.

The median survival time for GBM patients is 15 months
after diagnosis [2]. Brain tumour segmentation is the
process of separating the tumour from healthy brain tissue.
Brain tumour segmentation is a challenging task due to
the heterogeneous nature of the tumour tissue [3] and
Magnetic Resonance Imaging (MRI) is a commonly used
imaging technique in brain because it provides high-
quality, high-contrast and detailed images of soft tissues.
Accurate tumour segmentation is critical for diagnosis

and therapy planning [4]. In radiotherapy, the optimal
delivery of high-dose radiation to the tumour while sparing
healthy tissues depends on the accuracy of segmentation.
Manual segmentation is time-consuming, subjective, and
non-reproducible. Automated segmentation is proposed

to decrease labour-intensive work, provides objective and
reproducible results [5]. Deep Learning (DL) models are one
of solutions developed to segment tumours automatically.

In clinical practice the poor generalizability of DL models

is a major barrier [6]. Particularly for medical image
segmentation tasks, models have demonstrated good
performance when using uniform datasets, but their ability
to generalise to new and unseen data remains a challenge.
In brain tumour segmentation, the generalizability of

DL models needs to be evaluated for different datasets
consisting of MRI scans with variable settings such

as resolution (pixel spacing and slice thickness) and

matrix size. Such validation is essential for enhancing

the robustness and usefulness of DL models in clinical
applications. Ideally, models with high generalizability could
be developed when training datasets contain a significant
number of high-quality images from different centres using
variety of imaging settings.

Despite high number of publications dealing with DL-based
tasks including segmentation, due to generalizability as a
primary issue, the models transferred to clinic are very few
[7]. In this study, we investigated the generalizability of DL
models with different configurations on GBM segmentation
task across different datasets.

MATERIALS AND METHODS

In this study we utilised a large dataset of publicly accessible
MRI scans and reference segmentations (BraTS 2021) and

a local dataset. GBMs are segmented according to the

BraTsS challenge as enhancing tumour (ET), tumour core
(TC), and entire tumour (WT) regions [8]. The BraTS 2021
dataset has a fixed voxel size (1x1x1mm) and fixed matrix
size (240x240x155). However, clinical datasets including our
local glioma scans have variable voxel sizes and matrix sizes
for each MRI sequence.

In this research, we used U-NET, a convolutional neural
network architecture designed for biomedical image
segmentation tasks. The U-NET architecture consists of an
encoder network, which down samples the input image
extracting salient features, and a decoder network, which
up samples the feature maps back to the original image
resolution and generates the segmentation mask. This
arrangement gives the network its characteristics U shape
[9]. Tumour segmentation was carried out using a region-
focused selection (RFS) method [10] that combines several
single 2D U-NET and 2.5D U-NET architectures trained on
BraTS tumour regions and validated with Gross Tumour

Proceedings of the Cardiff University
Engineering Research Conference 2023

Volumes (GTV) of the local dataset. Fig. 1 shows 4 image
sequences namely: FLAIR, T1, T1ce and T2. The BraTS
and the local dataset cover 1251 patients and 53 patients
respectively.

n b

a) Glioblastoma example and TC delineation of BraTs dataset

b} Glicblastoma example and GTV delineation of our local dataset

Fig. 1. Examples in BraTS 2021 (Fig. 1a) and our local dataset (Fig. 1b).
From left to right; FLAIR, T1, T1lce, T2 sequences and their corresponding
segmentation masks.

In the 2.5D model, for each sequence we used 3 channels
including: (a) current slice (n), (b) previous slice (n-1) and

(c) following slice(n+1). This is shown in Fig. 2. Due to the
local dataset having different voxel and matrix sizes for each
patient, each scan of the local dataset was resampled to
match the BraTS 2021 data format and specifications. Each
channel used a 2D image of size (240x240).

Fig. 2. A 3-slice example of the T1ce sequence for the local dataset.

The RFS method use three types of U-NET models for image
segmentation, i.e., Binary class, Multi-label, and Multiclass
models. In the case of binary-class models, three separate
binary-class models were used for segmenting three regions
(ET, TC, and WT), separately. The input and output of each
binary-class model corresponded to only one of the regions.
In both cases of multilabel and multiclass models, only

a single model was used for the segmentation of all the
three regions. The difference between the multilabel and
multiclass models is that the former uses the overlapping
class masks among ET, TC and WT, while the latter takes
non-overlapping class masks. Both binary and multilabel
models used the sigmoid function, while the multiclass
model used the softmax function at the last layer of the
U-NET.

The z-score technique was used to normalise images.
Multiclass, Multi-label, and Binary class single 2D and 2.5D
U-NET architectures were trained on individual tumour
regions with the BraTS 2021 dataset. The Dice Similarity
Coefficient (DSC) was utilised to assess the similarity
between the contours generated by the DL models and the
reference contours.

The trained models were then combined with a union RFS
(u-RFS) model. The u-RFS model was used to improve the
DL-based GTV segmentation for both 2D and 2.5D models.
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RESULTS

For our local dataset, the comparison of 2D U-NET and 2.5D
U-NET predictions is shown in Fig. 3.

Fig. 3. GTV segmentation of the local dataset. From left to right; T1ce
sequence, reference contour, 2D U-NET prediction and 2.5D U-NET
prediction for.

In Table 1, the results show that 2.5D U-NET models
outperform 2D U-NET models for each DL method and for
both ET and WT regions.

DL method ET(%) ET(%) WT(%) WT(%)

(2D) (2.5D) (2D) (2.5D)
Multiclass 84.99 86.76 91.65 93.81
Multilabel 82.29 84.01 92.24 94.42

Binary class 85.19 86.97 92.18 94.35

Table 1. DSC results of ET and WT (BraTS dataset).

In Table 2, the results show that 2.5D U-NET models
outperform 2D U-NET models for the TC region. However,
the 2D model outperforms the 2.5D model for the GTV
region. u-RFS provided the best DSC score with 78.51%
when applied to the 2D model.

DL method TC(%) TC(%) GTV(%) | GTV(%)

(2D) (2.5D) (2D) (2.5D)
Multiclass 89.71 91.27 78.43 70.35
Multilabel 87.27 88.78 77.91 69.88
Binary class 89.48 91.03 78.22 70.16
u-RFS 78.51 70.42

Table 2. DSC results for TC (BraTS dataset) and for GTV (local dataset).

DISCUSSION AND CONCLUSIONS

The results presented in this work show that 2.5D models
outperform 2D models for the segmentation of GBM

on the BraTS dataset. This is because of the additional
information provided by the imaging data feeding into the 3
channels used in the model equating to 12 channels in total
compared to 4 channels used in the 2D model. However, the
2.5D model did not generalise well when applied to our local
dataset that included scans with different voxel and matrix
sizes compared to the BraTS 2021 dataset.

If only one model will be developed, the RFS method can
be utilised for the selection of the best method when
considering only one region. The u-RFS method proved

to be useful in improving the performance of both 2D and
2.5D models. The u-RFS can be applied to any DL model to
increase segmentation results.
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A Tool for Radiotherapy Plan
Evaluation Analysis: generalise
Uniform Ideal Dose (gUIDE)

In radiotherapy, treatment planning is the process in which the appropriate Keywords:

dose distribution is planned for a specific patient. However, there is no Radiotherapy, medical physics,
consensus on what the ‘optimal’ plan should be and on how to measure plan dose distribution, treatment plan
quality. The purpose of this study was to develop a tool called a ‘generalized evaluation, radiotherapy plan
Uniform Ideal Dose’ (gUIDE) that produces an ‘ideal’ dose distribution based comparison, machine learning.
on single patient anatomy and dose prescription. By comparing the clinical

achieved dose distribution with gUIDE a quantitative measure of plan quality Corresponding author:

can be derived. gUIDE is based on an exponential function of dose fall-off CagniE@cardiff.ac.uk

outside the tumor volume. The algorithm does not require any specification
of the treatment machine but only patient geometry information. gUIDE
fall-off parameter was properly derived in a simple geometry dose profile.
Overall, gUIDE showed a lower DVH than the DVH generated using the
clinical treatment planning system, as it was expected for a baseline ideal
condition. In the clinical validation, although the statistical test showed
significant differences between the two groups, overall values were similar
for all structures between gUIDE and PlanlQ. A baseline dose gUIDE was
implemented, optimised and evaluated. gUIDE could be accurate enough to
be used as baseline to help in the plan evaluation process.
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A Tool for Radiotherapy Plan Evaluation Analysis:
generalise Uniform Ideal Dose (gUIDE)

INTRODUCTION

There are several steps in the radiotherapy process, where
human actions can bring variability in the quality of the
delivered treatment. One example lies in contouring
variations among radiation oncologists in defining organs
at risk (OARs) and tumour areas (target) on the planning
CT images of the patient. Concerning medical physicists,
we can find the most variation in the plan dose distribution
optimisation process. Treatment plan optimisation
differences can lead to dosimetrically different plan
solutions mainly due to differences between planners in
their skills, dedication, ambition, and in time spent on
planning. Other steps in the radiotherapy process where
human action introduces variation are the different
perceptions of plan quality and the consequent different
choices of which plan to approve for treatment. There is
wide variability in the assessment of treatment plan quality
(defined as the ability of the planners and plans to meet
the specified goals). Indeed, there is no consensus on what
the ‘optimal’ plan parameters should be for the different
treatment sites and on how to measure plan quality
quantitatively. In Cagni et al. [1], significant variations in
plan quality evaluation among radiation oncologists and
medical physicists belonging to the same department was
found.

Tools have been previously defined based on physical

dose distribution, such as dose volume histogram (DVH)

or dosimetric endpoints. A dose volume histogram (DVH)
shows what portion of the volume of a structure receives

a certain amount of dose and is a convenient 2D tool to
compare two or more treatment plans for the same patient.
In addition, 1D tools, such as specific dosimetric endpoints,
such as maximum dose (Dmax) or mean dose (Dmed)
received to a specific organ are used.

However, in both 1D and 2D representation, spatial
information is lost. The process of plan evaluation also
necessarily involves the visual assessment of a 3D dose
distribution on patient CT images made by a clinician.
Since the ideal plan solution for a certain patient is not a
priori known, traditional clinical methods of evaluation of
treatment plan have been based on the clinical experience.

Ahmed et al. [2] use the CT images and DICOM RT structure
set of the patient to generate a synthetic dose distribution
based on first principle assumptions and series of energy-
specific dose-spread calculations. This 3D dose distribution
is ‘ideal’ and is intentionally unachievable. This tool has
been implemented in PlanIQ commercial software v2.1 (Sun
Nuclear Corp., Melbourne, FL). However, the user can only
visualise and export the 2D and 1D information of this ideal
dose and not its spatial 3D distribution matrix.

In this study, we developed a tool called a ‘generalized
Uniform Ideal DosE’ (gUIDE). This tool produces an ‘ideal’
dose distribution based on single patient anatomy and
dose prescription. gUIDE can be used as a baseline dose in
clinical plan quality assessment. By comparing the clinical
dose distribution with our gUIDE dose, we can compute a
quantitative measure of plan quality. The novelty of gUIDE
is its simple formulation designed to be easily built for every
patient and used as baseline to improve the robustness of
treatment plan comparison.

MATERIALS AND METHODS

gUIDE tool

This tool was implemented using Matlab version R2020b
(Mathworks, Natick,USA). The process of the gUIDE
computation is composed of three steps and it is described
in Fig. 1.

}

1
1
1

i 3.gUIDE computation_‘
o o o o e e e e e

Duutfmrget
= max(‘Dprescri:utian,i . (‘l +(1-a) exp(—b(x - Xres))))

Fig. 1. The process of gUIDE creation.

The algorithm does not require any specification of the
treatment machine or beam energy. The inputs needed
for the gUIDE tool to generate the dose distribution are
the CT simulation scan volume, the structure sets (OARs
and tumour volumes), the dose prescription levels and the
clinical treatment planning system (TPS) dose grid spatial
resolution.

The starting point for gUIDE is the specification of target
volume(s) and their prescription(s) together with calculation
parameters on patient CT. The initial version of the ideal
dose is a basic 3D dose grid (with the user specified
resolution parameters) which provides 100% coverage of
each of the target volumes with its associated prescribed
dose. As the PTV is initially specified in the coordinates

and the resolution space of the CT simulation scan, an
interpolation of the mask (PTV contours) is carried out to
map the mask in the 3D dose grid space. Then the dose grid
points [x,y,z] corresponding to the voxels of the dose matrix,
are assigned a dose value. In this first step, the dose values
are assigned following a simple binary target coverage grid:

Do = {D,,, for voxels € the target(s)} (1)
mitial = 10, for voxels & the target(s)
After this, the algorithm assigns the dose to the non-target
voxels. This is achieved by creating successive expansions
of the target in an iterative process: the dimension of the
expansion margins used in every iteration is equal to the
highest dose grid resolution. Then, the voxels inside the
expansion are given the prescribed target dose, multiplied
by a negative exponential factor depending on the distance
of the specific expansion with respect to the target,
following this relationship:

Doye = Dp - (a+ (1 — a) exp(—b(x — Xye5))) (2)



Where, D, is the dose assigned to every voxel inside the
nth expansion, D, is the target prescription for that sub-
dose; a is the plateau parameter describing the minimum
percentage of dose showing in the 3D dose map; as our
ideal dose needed to be as low as possible, this parameter
was set to 0.01; b is the fall-off parameter, determining

the steepness of the dose descent; X, is the dose grid
resolution, set equal to the maximum resolution of the map
(in this work, 3 mm); x is the distance from the target for that
specific expansion which is computed by x=/, X, where i is
the number of the iteration.

The rationale behind equation (2) formulation was based

on the Eclipse Treatment Planning System (Varian Medical
Systems, CA), normal tissue objective (NTO) definition,

used to decrease the dose outside target region during the
optimisation [3]. In the presence of multiple targets, the
final gUIDE is composed of the maximum values among all
gUIDE sub-doses. The resulting dose derived from the above
formula is thus composed of dose steps as it is a collection
of isodoses decreasing exponentially with their distance
from the target.

Tuning setup and validation strategy

gUIDE dose descent is parametrized with a fall-of variable,
which needs to be tuned. We devised a tuning and
validation setup using virtual CT scans of a cylindrical
phantom with water density. We employed two model
geometries, shown in Fig. 2. In both configurations, the
centres of the targets were placed at the centre of the
phantom with the OAR placed next to the target. We studied
two possible configurations: the first one (conf. A) where
the PTV (i.e. the target) was comprised of a cylinder with

a diameter of 8 cm, with a cylindrical OAR next to it with

a diameter of 4 cm. The OAR was placed tangential to the
target’s surface as we wanted to explore how steep the
dose descent would be if the system’s priority forced it to a
single direction. The second setting (conf. B) had a similar
geometry, with a cylindrical PTV with a diameter of 5 cm,
with a cylindrical OAR next to it with a diameter of 3 cm. We
thought these two configurations were enough to be able
to properly model the dimensions of PTVs and OARs typical
of a H&N site; for other sites, different configuration setups
to tune the dose descend parameters might need to be
configured (i.e. a different target site with different OARs for
sites like breast).

Fig. 2. Configuration A (a) and configuration B (b) used in the model
tuning and validation.

Two treatment plans were generated on the two
configurations. The dose prescription in these model
geometries were 2 Gy to be delivered to the conf. Aand

conf. B PTVs. The optimization objectives, carried out in the
aforementioned TPS, were the same for both configurations.
The aim in this plan was to ensure near-perfect conformity
of the prescription dose on the target and a dose
homogeneity within £10%. For the OAR, the goal was to
make the mean dose as low as possible. After the final dose
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calculation was completed, we extracted the dose profiles
taken in the perpendicular direction passing in the middle
of the OAR (and starting from the target). Then, we fitted the
resulting dose profiles using an exponential function having
the same form and parameters as the one described in Eq. 2.

The steepest dose profiles were then recorded and fitted
using the gUIDE equation, parametrized with the fall-off
parameter (b) and the plateau parameter (a). However, as
the plateau parameter takes into consideration the low-
gradient effects which we are not interested in modelling,
we did not use it in our fit. In fact, only the fall-off parameter
of the Eq. 2, used in the dose descent in gUIDE, was used

in our tuning strategy. Said parameter was set as the mean
among the values found from every analyzed configuration.

gUIDE computation for clinical case

Our gUIDE was used on 15 clinical head and neck cancer
patient datasets to extract their ideal dose distribution.

To assess the feasibility of our results, gUIDE doses were
compared with a “benchmark” ideal dose, generated by

a commercial tool, planlQ (Sun Nuclear Corp, Melburne,
FL). PlanlQ allows the user to create a feasibility DVH
(fDVH), introduced by Ahmed et al. [2], able to generate

a synthetic feasible ideal DVH for a given patient, using a
similar approach of gUIDE. For the purpose of our future
applications and based on the considerations reported in
the introduction section, 3D dose distribution is mandatory
for our study, thus necessitating the implementation of an
independent system. Our comparison with the benchmark
was performed for spinal cord, brainstem, left and right
parotids, oral cavity, mandible, oesophagus and larynx.

RESULTS

gUIDE tuning setup

In Fig. 3, a horizontal dose profile, passing through

the middle of the PTV and OAR associated with the 2
configurations described in Fig.2 are reported. The graph
can be divided in two parts. The first one (above the black
line, shaded in orange) concerns the doses over 0.4 Gy, i.e.
20% of the maximum value (2 Gy in this case) is the part of
the graph which was used in the fit and in the validation,
as it describes the fall-off parameter. The other part of the
graph simply shows that, for lower doses, the gUIDE differs
from the experimental data, but it is expected as in the
gUIDE modelling, the low gradient effects [2] were not taken
into consideration. The fits exhibited a mean R2 >0.98+0.01
and the final fall-off parameter was set as b=1.9.
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fall-off PTV 4cm 2
1.8 Fee fall-off PTV 4cm 3
o) falloff PTV 8om 1
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Fig. 3: Results from the fall-off parameter tuning.
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Fig. 4. Dose distributions from two examples of the dose calculation in
configuration A and B. The red arrow shows the direction the dose profile
was taken for the tuning of the gUIDE fall-off parameter.

Fig. 4 shows for configuration A (PTV=8 cm), the obtained
DVHs related to the two involved structures. As expected,
the PTV DVH for the gUIDE is a step function where all

the prescription dose is delivered to the PTV, while the

OAR DVH is composed of steps as a result of the isodoses
with descending values implementation. The PTV DVH of
configuration A cannot reach the step function given to the
gUIDE, by definition. Regarding the OAR DVHs, it is expected
that the gUIDE would be lower as the tuning was performed
using the steepest one-dimensional dose descent in the OAR
while in the real dose distribution the OARs receive the sum
of various profile contributions.

gUIDE validation for clinical cases

In the comparison between gUIDE and planlQ clinical cases,
the median DVHs for both cases, together with their 10-90
percentiles are shown in Fig. 5. Overall, the results are quite
similar, even if for some OARs the differences between the
two methods are more evident, such as larynx. However,
the paired two-sided Wilcoxon signed rank test on the mean
doses of all 8 OARs considered in the comparison (area
under the DVH curve) showed different median values for
the two DVH sets, with a p-value << 0.05.
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Fig. 5. PlanlQ and gUIDE DVHs difference for principal OARs structure in
term median DVHs for the 15 patients with 10-90% percentiles.

Fig. 6 shows this comparison in terms of boxplots
commercial PlanlQ (upper panel) and gUIDE (lower panel)
mean dose values. Although the statistical test showed
significant difference between the two groups, overall
values are quite similar for all OARs in the two approaches.
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Fig. 6. Boxplots of planlQ and gUIDE DVH area under the curve
distribution sorted by OAR. For each box, the central mark represents the
median value, while the bottom and top edges of the box are the 25th
and 75th percentiles over 15 patients, respectively.

DISCUSSION

In this study an ideal dose, called gUIDE was developed.
gUIDE was optimised in a simple geometrical situation and
tested on data from a cohort of 15 head and neck cancer
patients, through a comparison with a commercial software
system.

As the process of evaluation also necessarily involves the
visual assessment of a 3D dose distribution, it was thought
that the computation of a ‘baseline dose’, which is not
attainable but represents the closest option to the ideal (but
physically impossible) situation, could help improve the
modelling of the evaluation process. The best achievable
dose to specific anatomic regions was not known a -priori
by the automatic planning system or the evaluation.

gUIDE considers the unique patient anatomy and how that
plays a significant role in the best achievable doses. The
comparison of these theoretical and synthetic (but patient-
specific limits) could give more insight into the evaluation
process and could help in highlighting the different personal
preferences that observers could employ when evaluating

a plan. One key aspect of this study was the very simple
formulation of gUIDE, that make it easy to implement and
use in a clinical practice. gUIDE formulation presents some
limitations because the low-gradient effect, which affects
the lower dose is not considered. Nevertheless, gUIDE does
not represent a physically achievable dose, but it is intended
to be used as a baseline for actual dose distributions
comparison.

By using this ideal dose, based on the anatomy of a single
patient, together with the dosimetric features (1D endpoints
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and 2D DVH metrics) belonging to the different plans

(which are strongly influenced by each patient’s unique
anatomy), the behavioural patterns of the evaluators during
the scoring process can be investigated using machine
learning (ML) techniques. gUIDE could provide partial but
fundamental information about the quality of obtained dose
distributions in different patient anatomies and geometries.

In an on-going study, due to the limited number of samples
(treatment plans) to model for the clinical set of patients
considered in the application, gUIDE has been applied to
improve the information of the dataset without adding
features for ML classification. Preliminary results of this on-
going study showed that the ML approach using gUIDE gives
more complete information in comparison to the use of the
ML tool without any patient’s anatomy and dose distribution
information. Results of this application are currently under
further study.

CONCLUSIONS

In this study, a baseline dose gUIDE was implemented,
optimised and evaluated. From our results, gUIDE could be
accurate enough to be used as baseline to help in the plan
evaluation process.

Further applications of gUIDE include using it in the ML

tool to investigate the process of plan quality assesment
among several evaluators in a limited dataset of plans. This
could be the basis of useful information for a departmental-
wide discussion to improve the consistency of plan quality
assessment.
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Investigating the Feasibility
of MRI' Auto-segmentation for
Image Guided Brachytherapy

A feasibility study has been performed to investigate the viability of applying
auto-segmentation methods to the delineation of regions of interest (ROIs) in
the treatment of cervical cancer using Image Guided Brachytherapy (IGBT).
The introduction of auto-segmentation in IGBT aims to improve outlining
consistency while improving patient experience by reducing the time taken to
plan treatments. An anonymised database of MRl images and corresponding
clinical ROl outlines was curated, categorised by brachytherapy treatment
applicator type. This database was then used to train and test an auto-
segmentation model to contour the Bladder using three established
algorithms, U-Net, SegNet and PSPNet. Quantitatively the U-Net model was
found to produce contours geometrically closest to the original manual
contours with a mean Dice Similarity Coefficient (DSC) of 0.942 compared

to 0.919 and 0.879 for SegNet and PSPNet respectively and a mean Mean
Distance to Agreement (mDTA) value of 0.46mm compared to 0.66mm and
0.89mm for SegNet and PSPNet. Visual assessment of the resulting contours
demonstrated good agreement for the U-Net and SegNet produced outlines,
particularly in the region of clinical significance, with greater variations seen
at the extremities of the contour. In conclusion this feasibility study has
shown that auto-segmentation methods can be applied to MRI IGBT contour
delineation with a method established to facilitate further investigations in
the application to all clinical ROIs and brachytherapy applicator types.
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INTRODUCTION

Manual contouring of organs at risk (OARs) and target
volumes is standard practice for radiotherapy treatment
planning at most clinical centres [1, 2]. Manual delineation
is time consuming, subjective and cumbersome, with its
ease dependent on the efficiency of the contouring tools
available [3, 4]. This manual contouring is a significant
source of variability within the treatment planning process
due to inter or intra-observer variations [1, 2, 5, 6].

Brachytherapy is a radiotherapy treatment that uses

sealed radioactive sources to treat cancers by placing the
sources close to, or within the tumour. This allows a high
radiation dose to be delivered to the tumour, and reduces
the dose received by the surrounding healthy tissues when
compared to conventional external beam radiotherapy
(EBRT) [7, 8]. At Velindre Cancer Centre the Image Guided
Brachytherapy (IGBT) process for cervical cancer uses an MR
safe intracavitary Venezia applicator (Elekta AB, Sweden).
The Venezia applicator comprises an Intrauterine Tube (IUT)
and two Lunar Ovoids. The IUT is inserted into the patient’s
uterus through the cervix under ultrasound image guidance
and the lunar ovoids are positioned within the vagina, flush
against the cervix.

Our current clinical brachytherapy planning process,

from Magnetic Resonance Imaging (MRI) to treatment,
typically takes two to three hours. One of the more time
consuming aspects is the outlining of the tumour and OARs
on the MRl images, locally taking on average 55 minutes

[2, 4]. As brachytherapy utilises the inverse square law the
dose falloff from a source results in steep dose gradients
across surrounding OARs. Therefore a slight difference in
target volume outlining can have significant impact on
surrounding OAR toxicity or tumour coverage [9].

IGBT for cervical cancer has advanced to planning on MRI
datasets alone, with no CT necessary due to the lack of
requirement for electron density information [10]. Although
MRI images have significantly improved soft tissue contrast
compared to CT images they are also subject to increased
variability across image acquisitions which causes auto-
segmentation challenges [2]. There was little evidence
found in the literature of the use of auto-segmentation for
brachytherapy, particularly for gynaecological cancers with
MRI.

MATERIALS AND METHODS

IGBT with paraxial MRI started at Velindre Cancer Centre in
late 2014 with over 160 patients treated since then, totalling
over 460 outlined image sets. Since 2014 we have used a
varying range of brachytherapy treatment applicators by
which the image sets have been categorised. The applicator
type chosen for clinical insertion can be dependent on
disease location and/or patient anatomy. The anonymised
outlined MRI image sets were used to establish a ‘gold
standard’ database on which to train and develop the auto-
segmentation solution.

The clinical MRI dataset is in the form of DICOM image files
and DICOM RSTRUCT files which store the outlined regions
of interest (ROIs). For cervical cancer IGBT these are the
target volumes of Cervix, Gross Tumour Volume (GTV) and
the High Risk Clinical Target Volume (HR-CTV), which is
created as a union of the GTV and Cervix. The OARs outlined
are the Bladder, Bowel and Rectum. Once collated, the

ROl naming convention standardised and the datasets
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anonymised these were converted from DICOM files to NIfTI
files and subsequently into PNG image files and masks for
each ROI.

Existing python code for a range of established auto-
segmentation algorithms, including SegNet, Unet and
PSPnet, was then adapted to suit this database including
image orientation and required number of ROIs [11, 12].

The database was split into training and testing subsections
with 90% for training and 10% for testing. For this proof of
concept stage the model was primarily trained and tested on
the bladder as this is typically the most well defined of these
ROIs with greatest contrast at the organ boundaries.

In this feasibility study the Venezia applicator database
was used for the training of each of the auto-segmentation
models as this was both the largest dataset and the current
clinical applicator set used for the majority of patients.
The results will later be tested on the Multi-Channel
Vaginal Applicator (MCVA) dataset to test if the trained
model is independent of applicator or needs to be trained
per applicator type. As the applicators are inserted into
the patient they have the potential to deform the ROIs

and therefore it may be that the trained model is not
transferrable between database subsets.

RESULTS

For the bladder there was greater than 2000 PNG image files
in the Venezia Applicator dataset. This is equal to each slice
with a bladder outline defined on the 104 clinical patient
MRI scans. In the 10% testing subset a total of 217 slices
were output which equated to 10 full bladder ROI contours.

The Dice Similarity Coefficient (DSC) results and mean
Distance to Agreement (mDTA) for each of the 10 patients
for the SegNet, U-Net and PSPNet auto-segmentation
models are outlined in Tables 1 and 2 respectively. The DSCs
were calculated using Eq. 1 where 4 and B represent the
two contour sets, the resulting auto-segmentation model
contour and the original manual clinical contour, where

|4 N B|is equivalent to the intersection of the contour sets.
For DSC, a measure of overlap, a value of 0 indicates no
overlap between the contours and 1 is a perfect overlap.
The distance to agreement (DTA) is defined as the shortest
distance from a point on the surface of one contour (4) to
the surface of another (B). The Mean distance to agreement
(mDTA) is the mean of all the DTA distances, where the
smaller the mDTA the greater the similarity between the two
contour sets.

2 x |AnB]|

1 =
(1) DSC A+15]

It can be seen that the DSC values ranged from 0.849 to
0.955 across all model types with the greatest mean DSC for
U-Net (0.942, range: 0.924-0.955), then SegNet (0.919, range:
0.877-0.940) and lastly PSPNet (0.879, range: 0.902-0.849).
Similarly the U-Net model was found to produce the lowest
mean mDTA value, 0.456mm, compared to 0.662mm for
Segnet and 0.894 for PSPNet.
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Patient Auto-Segmentation Model
SegNet U-Net PSPNet

1 0.917 0.942 0.863
2 0.909 0.924 0.890
3 0.930 0.936 0.883
4 0.924 0.948 0.862
5 0.877 0.953 0.882
6 0.938 0.946 0.902
7 0.940 0.955 0.902
8 0.903 0.926 0.849
9 0.928 0.946 0.866
10 0.928 0.940 0.892
Mean 0.919 0.942 0.879

Table 1: DSC values for Bladder ROIs for the three different Auto-
Segmentation models

Patient Auto-Segmentation Model
SegNet U-Net PSPNet

1 0.691 0.476 1.049
2 0.617 0.500 0.756
3 0.467 0.477 0.807
4 0.509 0.432 0.906
5 1.822 0.740 1.480
6 0.377 0.330 0.610
7 0.487 0.345 0.727
8 0.608 0.474 0.944
9 0.485 0.339 0.839
10 0.562 0.443 0.820
Mean 0.662 0.456 0.894

Table 2: mDTA values (mm) for Bladder ROIs for the three different Auto-
Segmentation models.

Output files were initially produced as PNG mask files.
These were converted to DICOM RT structure files containing
each auto-segmentation model contour as well as the
original clinical Bladder outline. The resulting structure

files were then viewed in the clinical treatment planning
system, Oncentra Brachy (Elekta AB, Sweden), overlaid on
the original MRl images. Fig.2a & Fig.2b show the axial and
sagittal views respectively of the bladder contours for the
clinical and three subsequent auto-segmentation models for
patient two. As well as having the lowest mean DSC values
the produced PSPNet contours were visually assessed, by

a clinical scientist authorised in IGBT OAR review and plan
checking, to be clinically unsuitable due to the pixelated
nature of the generated outlines.
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Fig. 1: Axial Bladder slices for the Clinical (Blue) and SegNet (Red), U-Net
(Green) and PSPNet (Yellow) auto-segmentation models for Patient 2.

Both the SegNet and U-Net generated contours were noted
to be clinically acceptable for the majority of axial slices,
particularly in the mid region of the ROI. However, greater
differences were seen compared to the clinical contours at
both the superior and inferior extremities of the volume,
particularly at the superior aspect of the bladder. It can be
seen in Fig.2b that both the SegNet and U-Net contours have
failed to outline the apex aspect of the bladder which is
raised due to the presence of the catheter tube. The SegNet
contour, seen in Red, has also inadvertently outlined some
regions of bowel superior to the bladder. For Brachytherapy
this may not be clinically significant as the doses reported
to the bladder are the highest dose to 2cc (D2cc), and are
therefore in the region closet to the treatment applicators
within the uterus, typically adjacent to the mid-section of
the bladder.

Fig. 2: Sagittal Bladder slices for the Clinical (Blue) and SegNet (Red),
U-Net (Green) and PSPNet (Yellow) auto-segmentation models for
Patient 2.
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DISCUSSION

At this stage preliminary results have shown the possibility
to utilise auto-segmentation methods for MRI IGBT cervical
cancer treatments. The results have shown that bladder
outlines of an acceptable clinical standard in the high dose
region can be produced. For this ROl the U-Net and SegNet
auto-segmentation algorithms have shown promise and it is
anticipated further refinement of the algorithm training will
see greater accuracy in the subsequent contours.

This feasibility study has produced a collated database of
anonymised IGBT MRI images with standardised ROl naming
and a consistent MRI protocol, categorised by brachytherapy
applicator type. Although initial results are limited to one
ROl a method of data processing, auto-segmentation model
training and testing has been established which can now be
expanded to include all relevant ROIs and applicator types.

The aim of implementing auto-segmentation into the
clinical environment is to both reduce manual outlining
variability while also reducing the time taken to produce
clinically acceptable contours. This envisioned efficiency
aims to improve patient experience by reducing the time
the patient has to wait on the ward, with the applicators
inserted and unable to move, while the treatment is
planned. Increased consistency in outlining by minimising
human variation will consequently increase the accuracy
and consistency of dose reporting. The auto-segmented
contours, such as those produced in this feasibility study,
could with minor manual adaptions still lead to significant
time savings in the IGBT clinical pathway.

Auto-segmented contouring quality can be quantified

in both spatial accuracy and dose calculation accuracy,
with each highly dependent on the other [2]. Although
spatial accuracy is primarily evaluated in the literature
and in this feasibility study to date uncertainties in patient
and applicator positioning and anatomical changes
may mean that deviations in contours spatially may not
have the anticipated outcome on dose distributions and
consequently treatment efficacy [2]. Dose assessments
to understand the clinical significance in any outlining
variations will further inform algorithm requirements.
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Label-free Volumetric Imaging
of Synthetic Cell Chassis using
Optical Coherence Tomography

Bottom-up, chemically formed synthetic cells are usually imaged by optical
microscopy, and the cell sizes and shapes are mostly estimated from acquired
2D images. The three-dimensional (3D) structures of a compartmentalised
synthetic cell can be analysed by axially stacking 2D images, typically by
using a high-resolution imaging systems, such as laser confocal scanning
microscopy and light sheet microscopy. However, these techniques require
the synthetic cell to be labelled with fluorescent tags, and have performance
limits such as being restricted to volumes less than (approximately) 200

um3. Here, we present the label-free, 3D imaging of soft, free-standing,
multicompartment synthetic cell using optical coherence tomography (OCT).
The volumes of sub-cellular compartments within individual synthetic cells
can be obtained via OCT imaging measurement. The spatial arrangements of
the compartments and their contact angle information can be illustrated and
measured, respectively. This approach provides a new method to evaluate
multiphase soft materials spanning the range of micrometres to millimetres,
towards the optimisation of synthetic cell construction for novel biomimetic
material development.
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INTRODUCTION

One goal of synthetic biology is to apply engineering
principles to devise new biological devices and artificial
biological systems [1]. Bottom-up synthetic cells can be
formed from water-in-oil emulsion templates and fabricated
as soft microcapsules using microfluidic approaches

[2,3]. Such constructs can encapsulate cellular metabolic
reactions and biological processes, to mimic natural cell
functionalities, controlled with well-organised, fluidic,
cellular compartments [4-6]. This paves the way to develop
next-generation biotechnology tools and novel biomimetic
materials, for new pharmaceutical and healthcare
applications [7,8].

The imaging of synthetic cells and other droplet-based
materials are typically undertaken using a fluorescent
imaging system, such as laser confocal scanning
microscopy, total internal reflection fluorescence
microscopy and light sheet microscopy [9,10]. These

are widely applied in biophysics studies to determine
artificial membrane properties, identify intercellular
communications through reconstituted protein channels,
and monitor the process of cell-free synthesis in droplet
networks. Optical coherence tomography (OCT) provides

a non-invasive, label free, and rapid imaging method for
soft tissues, affording spatial resolution of 10 um or less in
three dimensions and has been widely applied in medicine,
including ophthalmology, dermatology and dentistry
[11-13].In OCT, a light source is directed onto samples, and
the time delay and intensity of the reflected light are used
to construct a high-resolution image of the specimen. Here,
we report the use of an OCT system to measure emulsion-
based synthetic cells (Fig. 1) for the first time. The structural
information of individual synthetic cells can be acquired
efficiently without using additional water, or lipid soluble
fluorescent dyes or fluorescently tagged biomolecules, such
as proteins, peptides or oligonucleotides. It is also possible
to use OCT systems for mapping tissue-like architectures
made from synthetic cells, hence providing a cost-effective
imaging tool for engineered compartmentalised soft
structures.

OCT laser emitter and
detector

laser
beams

soft synthetic cell construct

Fig. 1. Schematic of using optical coherence tomography (OCT) system to
image a soft synthetic cell construct. The time delay and intensity of the
reflected light are used to construct 3D images.
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MATERIALS AND METHODS

OCT (VivoSight System, Michelson Diagnostics, UK) system
was used to take axial images of synthetic cells. Synthetic
cells were produced using 3D-printed microfluidic devices.
Microfluidic device fabrication, chemical protocols and
experiment setup can be found in our previous publications
[6,14]. An example of multicompartment synthetic cell is
shown in Fig. 2, which fluorescent image was taken using

a EVOS M7000 microscope (Invitrogen). During the OCT
imaging, synthetic cells were transferred onto a microscope
glass slide, which was in turn placed on the imaging
platform. The moving platform was adjusted to focus the
microscope objective on the samples by tuning its z-axis
dial. An area of 6 mm2 was scanned at 500 FPS with a 4 pm
step size. Image processing was carried out using ImageJ
Fiji, for the visualisation of orthogonal views and 3D image
reconstruction of the synthetic cells.

Fig. 2. Example of water (green)-in-oil-in- hydrogel synthetic cell.
Scale bar =500 pm.

RESULTS AND DISCUSSION

Free-standing, multicompartment synthetic cell capsules
were made from water-in-oil-in-hydrogel-in oil complex
emulsions (Fig. 2). The alginate shell hosts the fragile lipid-
segregated droplet interface bilayer network inside [4],
and provides the mechanical stability by virtue of which
the synthetic cells can be manipulated and transported.
The orthogonal views and z-projected image of an example
synthetic cell is shown in Fig. 3. These orthogonal views
can be used to extract data like the diameter of different
compartments, and the contact angles of the droplet
interface bilayers, informing on membrane forces. As
shown in Fig. 4, 12 contact angle measurement can be
implemented from a synthetic cell with a droplet network
containing three compartments from a single OCT image,
while with conventional 2D fluorescent imaging, this
would be limited to 2 to 4 contact angle measurements,
depending on the imaging orientation. These contact
angle measurements can be used for non-destructive
investigation of the artificial membrane properties inside
synthetic cells. Regulation of membrane contact angle can
be used to determine packing order [15], and therefore
droplet network connectivity and function [16].

The volume of the three aqueous cores was calculated

to be approximately 6, 7 and 8 nL, by utilizing the high
contrast axial images, as shown in Fig. 5. This was achieved
by measuring the area of each core at every axial scan and
multiplying the sum of the area with the step resolution (4
um). The thickest and the thinnest regions of the hydrogel
shell layer can also be evaluated. The average hydrogel
shell thickness (measured from all orthogonal views) of an
individual artificial cell was estimated to be 340 um + 31 um
for the thickest, and 37 pum + 3 um for the thinnest in Fig. 5.
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Frontyview .

Side'view

Fig. 3. Orthogonal views and z-projection of a synthetic cell imaged by
OCT (with false 16-colour LUT).

Fig. 4. OCT orthogonal views of a 3-core synthetic cell with 12 annotated
contact angle values.
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3D reconstructed image

Fig. 5. 3D volumetric measurements of synthetic cell compartments of
Fig. 4. The volumes of the three water compartments, highlighted by
orange arrows, were calculated as 6, 7 and 8 nL.

Moreover, the capsule diameters can be measured from
each orthogonal view (or from any desired angle of view)

to identify the exact location of the compartment in three
dimensions (3D). For example, the 3D central position (p3D)
of the oil core (within which the aqueous droplet network
in Fig. 5 is contained) was expressed as P3p(centre) = 0.62x
+0.66y+0.42z, by measuring the diameter of the synthetic
cell outer shell in every axis (@x = 1.135 mm, ay = 1.150 mm,
©z = 1.045 mm), considering the bottom left corner as the
origin (x,y,z) = (0,0,0) (Fig. 6). Therefore, the approximate
3D structure of the synthetic cell can be mathematically
reconstructed, providing numerical models for structural
optimisation [17], and behavioural simulations [18], using
COMSOL Multiphysics software.

z pop= 0.62x + 0.42z

pzp = 0.62x + 0.66y

1.14 mm @

(0.0) ———x

1.04 mm

Psp = 0.62x + 066y +0.42z

Fig. 6. Three-dimensional positions of sub-cellular oil compartment
within the synthetic cell can be calculated as P3D, from the OCT imaging
data of (i) front, (ii) side, and (iii) bottom.



18

In addition, the total imaging volume of the OCT system is
sufficient to image large, tissue-like structures comprised

of multiple artificial cells, that are not easily amenable to
confocal microscopy imaging. As such, OCT is a suitable
tool for the rapid scanning and mapping of 3D-printed
superstructures of hybrid materials [19], for our research in
the development and programming of functional synthetic
tissues.

CONCLUSIONS

Optical coherence tomography can be utilised for label-free
imaging of 3D architectures of bottom-up synthetic cells,
and droplet-based soft materials. Volumetric information,
spatial arrangements, and contact angles between sub-
cellular compartments can be obtained from the OCT
imaging data to assist the optimisation of synthetic cell
fabrication.
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Accurate patient prognosis is important to provide an effective treatment plan Keywords:
for Glioblastoma (GBM) patients. Radiomics analysis extracts quantitative Glioblastoma, radiomics, brain
features from medical images. Such features can be used to build models tumour, overall survival.
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INTRODUCTION

Glioblastoma (GBM) is a malignant and lethal brain tumour
[1]. Grade IV gliomas exhibit the highest level of aggression
and rapid progression. After initial diagnosis, the median
survival time for GBM patients is 15 months [2]. The poor
prognosis for GBM can be related to genetic heterogeneity
between patients and at intratumor level [3].

In clinical practice, brain tumours are evaluated for their
diagnosis and prognosis by utilising magnetic resonance
imaging (MRI) techniques. The location of tumours

is detected in three dimensions via non-invasive MRI
technology. In contrast to X-ray and CT imaging, MRI gives
high resolution with better soft tissue contrast without the
use of ionising radiation [4].

Biopsies are an invasive procedure to diagnose, grade

and characterise brain tumours [5]. Due to having genetic
differences in sub-regions of a tumour, biopsies can provide
only limited information with a sample of small section from
tumour tissue [6]. Other assessment methods including
quantitative image analysis, which is non-invasive and
evaluate the entire tumour tissue, can support biopsy as
additional assessment. Image analysis utilising radiomics
features has the potential to replace biopsies when they are
infeasible or risky [7].

Radiomics analysis is a rapidly growing field of medical
imaging involving the extraction of large amounts of
quantitative data from medical images [8], [9]. This
approach seeks to reveal hidden patterns and features
that are imperceptible by the naked eye in order to provide
patients with more personalised and precise care. To
extract radiomic features from medical images, radiomics
analysis employs advanced image processing techniques
that can characterise tumour heterogeneity [10] and
microenvironment [11]. Radiomic imaging features can be
then used to train a model to stratify patients in different
risk groups. This is achieved using statistical methods

and machine learning (ML) techniques as outlined in the
literature [9].

N. Beig et al. proposed a Radiomics-based Risk Score (RRS)
for GBM tumour habitat [12]. However, a comparison with
alternative methods including machine learning (ML)
approaches was not performed. In this work, we investigate
the best model to risk-stratify GBM patients including RRS,
and a range of ML approaches applied to a large dataset of
clinical MRl images and clinically defined contours.

MATERIALS AND METHODS

In this research we used two GBM datasets: (1) the publicly
available BraTS 2020 including 236 cases [13]-[15] and (2) a
local dataset STORM_GLIO including 53 eligible cases. Both
datasets included overall survival (OS) information. The MRI
sequences included in the datasets were: T1-weighted (T1),
T1-weighted contrast-enhanced (T1lce), T2 weighted (T2),
and T2 Fluid attenuated inversion recovery (T2-FLAIR). All
scans included in the STORM_GLIO dataset were acquired
between April 2014 - April 2018 in Wales.

Sixty six percent of the BraTS dataset was used as training
cohort with the remaining 33% used in the testing cohorts
together with the STORM_GLIO dataset. Image pre-
processing techniques similar to those used for the curation
of the BraTS2020 dataset were implemented in this work.
They included the following steps: (1) skull stripping,

which was carried using HD-BET algorithm [16] (2) rigid
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registration of all sequences was applied to the dataset
based on T1ce modality (3) an intensity normalisation
algorithm implementing Z-score normalisation was applied
to all datasets.

The BraTS2020 challenge [17], included three annotated
regions: enhancing tumour (ET), tumour core (TC;
enhancing tumour and necrotic) and whole tumour (WT;
enhancing tumour, necrotic and edema). On the other hand,
the STORM_GLIO dataset included Gross Tumour Volume
(GTV) segmentation which is defined as the gross palpable
or visible/demonstrable extent and location of malignant
growth [18]. For the purpose of this study, we considered
GTV and TC equivalent volumes where to perform radiomics
analysis in Fig.1. We have demonstrated the equivalence of
these two volumes in previous work [19].

For each patient, 143 imaging features were extracted from
each scan. The radiomics analysis was performed using
SPAARC Pipeline for Automated Analysis and Radiomics
Computing (SPAARC) [20], [21] which is an IBSI compliant
software package [22] written in MATLAB (The MathWorks,
Natick USA).

The study was designed to investigate the ability of
radiomics features based on MRI scans to risk-stratify

on GBM patients. The integration of radiomics-based

risk stratification within the oncology landscape carries
profound implications for transforming clinical decision-
making and achieving significant advancements in patient
outcomes. Radiomic feature selection was carried out using
the LASSO Cox regression method. Selected features were
then used on the training cohort to build a stratification
model. An RRS, was constructed by linearly combining the
features chosen with LASSO technique within the training
cohort and multiplying them with their corresponding
coefficients [12]. The median value of the RRS was used as
a fixed cut-off for stratifying low-risk and high-risk groups.
Additionally, we used a range of machine learning (ML)
techniques to build alternative risk stratification models
and compared their performance with the RSS model. The
ML techniques used in this work were: Logistic Regression,
Support Vector Machine, Decision Tree, Random Forest and
Neural Networks. For both ML approach and RSS method,
the precise evaluation of the expected overall survival was
tested by implementing the Kaplan-Meier (KM) survival
analysis and log-rank test. The KM curve is a graphical
representation of the estimated probability of survival

over time, and it is frequently used in survival analysis to
evaluate the results of medical research. KM plots were used
to compare survival times across low-risk and high-risk
groups on both training and testing cohorts for T1, T1ce,

T2 and T2-FLAIR modalities. P-values < 0.05 were accepted
as significant. For ML models, the low-risk and high-risk
stratification was based on grid search to determine a
cut-off on overall survival (OS). This method searches the
optimum cut-off which is OS in month by trying to reach the
minimum P-value.

RESULTS

In Table 1, the performance of the RRS method for all
available modalities in the datasets is reported. The table
includes the P-value for tests carried out with both BraTS
and STOMR_GLIO datasets. The data indicate that the model
based on the T2 modality provides significantly higher
performance for risk stratification while its application
generalises well an unseen dataset (STORM_GLIO).
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Fig. 1. Example of A) TC delineation from the BraTS dataset and B) GTV
delineations from the STORM_GLIO dataset. From top to bottom
modalities; T1, T1ce, T2 and T2-FLAIR and Reference contour.

Modality BraTsS Testing STORM_GLIO
T1 0.01 0.22

Tlce 0.14 0.86

T2 0.0007 0.001
T2-FLAIR 0.003 0.94

Table 1. Performance of the RSS method for BraTS and STORM_GLIO
dataset (P-value < 0.05 is significant).

Method BraTS Testing | STORM_GLIO
Testing

RRS 0.0007 0.001

Logistic 0.01 5.75x10-5

Regression

Decision Tree 0.26 0.91

Random Forest 0.046 0.002

Support Vector 0.01 0.0016

Machine

Neural Networks | 0.007 0.75

Table 2. Performance of RRS and ML models for T2 modality (P-value <
0.05 is significant)
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Fig. 2 shows KM curves of Logistic Regression and RRS
method for STORM_GLIO dataset. The survival probability
of RRS remained constant along the X-axis at a value of

0.2 from 5-month of OS to over 15-month of 0OS. On the
other hand, that of Logistic Regression in the same figure
remained constant at a less value than 0.2 which resulted in
a significantly better P-value in Table 2.

A

109 = —— High Risk
Low Risk

08

0.6

0.4

The probability of survival

02

0.0

1091 7 —— High Risk
Low Risk
0.8

0.6

04

The probability of survival

0.2

0.0

0 5 1 15 2 25 31 35 40
05
Fig. 2. The KM curve of T2 modality for A) RRS score with a median cut-off
and B) Logistic Regression (The blue line represents high-risk group and
the orange line represents low-risk group).

DISCUSSION

To the best of our knowledge, this is the first time that

RRS and ML approaches are compared in their ability to
risk-stratify on GBM patients. Although the performance of
ML approaches used in the BraTS dataset was inferior to
RRS, our results suggest that they can be considered as an
alternative method for risk stratification based on overall
survival information. The generalisability of stratification
models is an important factor for clinical implementations
and the logistic regression model performed well when
tested on local MRI scans of GBM.
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Inter-planner Variability in
Expert Driven Pareto-guided
Automated Planning Solutions

An intra-planner study has been carried out to compare planning choices Keywords:

among qualified professionals when utilising Pareto-guided automated Pareto optimisation, radiotherapy
planning (PGAP) navigation. PGAP was used to calibrate planning goal planning, prostate cancer, inter-
weights of a protocol-based automatic iterative optimisation automated observer variability.

planning system. Four qualified professionals (Participant A-D) navigated

solutions for eight prostate seminal vesicle (PSV) patient cases using PGAP.

Plans were based on an existing clinically approved planning protocol Corresponding author:
containing seven planning goals (PGs). Three PG weights were navigated per FosterlD@cardiffac.uk
plan (rectum Dmean, bladder Dmean and PTV conformality) with all other

weights held constant at a value assigned in the original clinically approved

protocol. Statistically significant differences were observed between

participants for all PG groups except bladder Dmean. However, dosimetrically

the PGAP system mitigated the majority of discrepancies in deviations at

the calibration stage with few statistically significant dose-volume metric

differences observed, none of which were clinically significant.
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INTRODUCTION

Automated planning (AP) is fast becoming the state-of-
the-art in radiotherapy planning for intensity-modulated
radiotherapy (IMRT) and volumetric-modulated
radiotherapy (VMAT) [1, 2, 3] and can be classified into one
of two categories: knowledge-based planning (KBP) or rules-
based planning (RBP). KBP uses statistical techniques [4, 2,
5, 6] and is trained on historical clinical datasets to inform
planning for novel cases through prediction of optimisation
objectives [7], dose-volume histograms [8, 9] or voxel-level
dose [2]. RBP employs logic to converge on a solution. For
example, a lexicographic ordering that optimises planning
goals (PGs) in strict sequential order [10, 11, 12] and
protocol-based automatic iterative optimisation (PBAIO)
that uses algorithms to automatically adapt planning
parameters during optimisation.

Protocol based automatic iterative optimisation (PBAIO)
uses common protocols for patients within a cancer site.
This leads to improved quality compared to manual
planning although may not result in individualised planning.
The most clinically desirable plans are “Pareto optimal”
meaning no dosimetric improvements can be made to
anyone planning goal except at the detriment of another.
“Pareto guided automated planning” (PGAP) refers to any
branch of AP that incorporates Pareto navigation as part

of its functionality and studies suggest such methods have
may have congruence with oncological preference leading
to clinically desirable solutions [13, 14, 15]. However, even in
highly regulated fields such as radiotherapy planning where
qualified practitioner adhere to strict local and universal
practices, it is not unreasonable to expect some variance in
performance.

This study aims to explore discrepancies in choices made

by different qualified practitioners when using PGAP built
on a PBAIO framework known as the Experience Driven

plan Generation Engine by Velindre Cancer Centre or
EdgeVcc. Given a PGAP system is used, it is hypothesised
the interactive and intuitive nature of this approach enables
observer-relative interpretations of oncological preference.
Hence, findings of this work will help to determine the
clinically relevant region of the Pareto front as defined by a
range of qualified individuals.

MATERIALS AND METHODS

All sessions took place between 1 December 2019 and 28
February 2020 and 4 participants were selected to take part:

. medical physicist (Participant A)
. two oncologists (Participant B and D).
. professional planner (Participant C)

Participants were fully qualified, highly familiar with the
prostate seminal vesicles (PSV) treatment site and had
multiple years of experience. Plan generation with EdgeVcc
is dependent upon a base site-specific “AutoPlan protocol”
containing a set of prioritised planning goals (PGs). The PGs
are prioritised according to assigned weight values defied
using the Pareto navigation functionality in EdgeVcc. Figure
1 shows a CT scan of a typical patient including delineated
regions used during planning.

The base AutoPlan protocol contains seven PGs and
had been designed for clinical use and validated prior
to this study. The weights for PGs 1-3 were navigated by
participants in this study with all other PG weights held
constant. PG 1-3 were as following: (1) rectum D 2)

mean ? (
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bladder D,,.,, and (3) PTV conformality. Navigated PGs were
chosen for this study based on preliminary research of PGs
showing the most significant trade-off relationships.

Eight PSV patients were randomly chosen for this
retrospective study. This number of patients was chosen
because Pareto plan generation is computationally
expensive and in addition, navigation of large numbers of
patients can become a time-consuming task for participants
outside of their clinical duties. This set of patients was
therefore chosen such that the number of cases was
considered large enough to observe a sufficient range of
anatomies but small enough not to become unnecessarily
time-consuming for participants.

Observers completed the task in an environment fit for
clinical planning and had access to the clinical goals defined
by an oncologist and could interact with the TPS however
they desired. However, given not all participants were
familiar with the PGAP system, they were all required to
complete a practice case before completing the eight study
cases. The results of the practice case were not considered
in this study. Resulting plans were compared for difference
in terms of relative weighting factors and dosimetric
features and were tested using ANOVA when appropriate
and a Friedman test otherwise. Serensen-Dice coefficients
(DiceC) were also used to describe similarity between
participant choices.

Fig. 1. An example sagital plane indicating delineated regions-of-interest
used during planning. Shown are the external contour (purple), bladder
(yellow), rectum (brown), high dose PTV (red), low dose PTV (orange).
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Fig 2. Relative weights of the three navigated planning goals (rectum
D,ean» bladder D .. and PTV conformality) and non-navigated planning

goals (PG 4 and higher).
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RESULTS

Weights

Differences were observed between participants for all PG
groups except bladder D ., (Figure 2). For rectum D,,.,,,, the
highest degree of similarity was observed between B and D
with a DiceC values 0.884. The PG with the highest degree

of agreement between participants was bladder D ,,.. The
DiceC metric indicates A&C prioritised PTV conformality
similarly with a values of 0.950. All DiceC values are higher
than 0.99 for the PG 4 and higher group.

Dosimetry
DVH Statistic Participant A Participant C Participant B Participant D
D% (Gy) 57.6£0.3 57.7+0.2 57.6+0.3 57.5+0.3
8
E Dy, (Gy) 61.7+0.1 61.6+0.1 61.7+0.1 61.7+0.1
Cl 0.85£0.0 0.82£0.02 0.845+0.01 0.84£0.02
Dge% (Gy) 46.2+0.2 46.4+0.5 46.4+0.24 46+0.64
g
bd D, (Gy) 59.2+0.2 59.4+03 59.2+0.1 59.3+0.3
a
cl 0.82+0.02 0.72£0.06 0.81£0.02 0.77+0.04
Vs 36y (%) 27.2%+5.8% 25.3%+5.2% 28.6% +5.9% 24.8% +4.7%
€
2 | Vesacy (%) 5.25%+ 1.4% 5.16% + 1.5% 5.32%+1.5% 4.78% % 1.1%
&
Dynean (GY) 17.9£2.8 17.042.8 18.7 2.8 16.7+23
Vios6, (%) 12.6%+6.3% 12.9% £ 6.7% 12.5% £ 6.4% 12.8% + 6.3%
2
2 Vsg scy (%) 4.8%+2.7% 5.1% *3.0% 4.8% +2.7% 4.9% +2.8%
@
Dinean (GY) 159+6.4 152+6.2 15546.7 157463

Table 1. Summary of key dose metrics. Values shown are mean
+ 1 standard deviation and statistical difference at the 95% level of
significance indicated in boldface.

As reported in Table 1, differences were observed between
participant C&D for PTV60 Dyg,, (Gy). Higher doses were
observed for C than D with a mean difference of 0.155 Gy.
PTV48 differences were observed for Dy, (Gy) related to
participants A&B only. Observed dose was lower for A than
B with a mean difference of 0.832 Gy. For CI60 observed
difference relate to participant A&B with observed indices
low for A on average given a mean difference of 0.0315 units.
Cl48 saw participant B observe lower indices than all other
participants with deviations of 0.0973, 0.0899 and 0.0546
units for A, C and D respectively. All observed difference
were considered clinically small indicating differences is
planning decisions may be clinically negligible with this
PGAP system.

DISCUSSION

There still exists a gap in the literature for further inter-
planner studies, but of those that do exist, there is evidence
showing inconsistencies in participant choices [16, 17, 18,
19]. Given this expectation, the aim of applying PGAP to
mitigate discrepancies was explored here with a view of
observing clinically significant differences.

It was observed that oncologists (participant B and D)
applied a higher priority to sparing the rectum than do
planners or physicists. Following interviews with the
participants, participant B stated a preference to push dose
in the anterior direction to help spare the rectum even at
some cost to conformality or even increasing dose to the
bladder. This participant considered the rectum a notably
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higher clinical priority over the bladder and would increase
sparing of the rectum given a suitable dose distribution to
PTVs was still achieved and all clinical goals were being met.

A key difference between the oncologists in this study was
the tendency for participant D to use a higher range of

the navigation scale than participant B. The tendency of
participant D to use the higher end of the scale resulted in
a generally higher priority to the navigated PGs over the
other PGs than is seen for any other participant. However,
interviews with participant D revealed simple preferences.
Participant D wanted to ensure the achievement of the
clinical goals but had fewer concerns about the planning
details than some of the other participants. Although
traditional IMRT planning methods have been criticised
for being tedious and lacking an intuitive approach that
facilitates interaction of physicians [13], this work suggests
clinical preference can at times be broad. The number

of clinically applicable choices can be overwhelming for
physicians even with the use of intuitive techniques such
PGAP.

The physicist (participant A) and the planner (participant C)
performed the most similarly by default with participant A

in particular showing notably greater levels of consistency

in planning choices between patients. Nevertheless, the
PBAIO system was valuable in mitigated the majority of
discrepancies in deviations at the calibration stage with few
statistically significant dosimetric differences observed none
of which were clinically significant.

CONCLUSION

There is evidence that expert-driven PGAP can be used to
deliver consistent dosimetric planning with the clinically

relevant region of the Pareto front defined comparably by
any expert.
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A 3D Coupled Finite Element
Model for Selr-Healing
Quasi-Brittle Materials

This study presents an overview of a 3D coupled finite element model for Keywords:

self-healing quasi-brittle materials. The model was developed alongside Self-healing, numerical modelling,
a linked experimental programme such that model components were finite element method, concrete,
formulated based on observed material behaviour and physical processes. quasi-brittle materials.

The mechanical model comprises an embedded strong discontinuity

element for representing discrete macro-cracks and a linked damage-healing

cohesive-zone model. This is coupled to a transport model that simulates Corresponding author:
the reactive transport of healing agents in both discrete macro-cracks and FreemanBL@cardiff.ac.uk
the surrounding matrix material. For the simulation of the healing reaction

that governs crack sealing and mechanical regain, a generalised healing front

model is employed. The performance of the model is demonstrated through

the consideration of the healing of a cementitious specimen. The results

show that the model can accurately reproduce the crack filling predicted by

a cement hydration model, and naturally accounts for the effect of healing

period and crack width.
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INTRODUCTION

Self-healing materials offer great potential for increased
durability, leading to reduced maintenance costs (in terms
of both time and money) and increased service life. As a
result of this, the development of self-healing quasi-brittle
materials such as concrete has been subject to a great deal
of interest [1]. Alongside this work, the development of
numerical models for simulating the self-healing response
has received increasing attention. Whilst initial works
focused principally on the mechanical behaviour [2-4],
more recent developments have included coupled models
that simulate the physical processes governing the healing
response [5,6]. It is noted however, that to date no unified
model framework for self-healing materials, nor a complete
experimental dataset to provide the necessary properties,
exists [7].

This study describes a model developed as part of a
combined experimental-numerical programme of work.
The aim of the work was to develop model components
based on an understanding of the physical processes, and
to obtain a complete dataset for a particular self-healing
system. The experimental work is reported in [8,9], whilst
the model components are reported in [10-13]. The work
initially focused on a self-healing concrete system with
embedded vascular networks and a cyanoacrylate healing
agent, though has since been extended to alternative
healing systems and agents [13].

This study presents an overview of the model and its
extension to healing due to further hydration where
multiple healing phases are precipitated within the crack.
Model predictions are compared to the results of a cement
hydration model (CemPP, a version of CEMHYD3D [14,15]),
before an illustrative example concerning a direct tension
test, with varying healing crack width and healing periods,
is presented.

THEORETICAL BASIS

Model Overview

This study presents an overview a 3D coupled chemo-
mechanical finite element model developed to simulate
the physical processes governing the self-healing behaviour
of quasi-brittle materials such as concrete. The various
components of the model include:

+  Anembedded strong discontinuity element for
representing discrete macro-cracks [10],

+  Acohesive zone damage-healing model that allows
for simultaneous and an arbitrary number of cycles of
damage and healing [12],

+  Anunfitted finite element for representing the healing
agent spread in 2D discrete cracks [13],

+  Ahealing agent transport model for flow through the
discrete cracks, the surrounding continuum matrix
material, and, if present, embedded vascular networks
[11,13,16],

+  Ahealing front model for simulating the build-up
of healed material, emanating from the crack faces
[11,12].
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Fig. 1. Conceptual diagram of healing front model that
governs crack sealing and mechanical regain (reproduced
from [12] with permission)

A conceptual diagram of the healing front model component
(that is a key focus of the present work), can be seen in
Figure 1.

In the present work, the example problem considered is
under saturated conditions and healing and damage occur
independently. As such, for brevity, the presentation is
focused on the cohesive zone model and healing front
model, which herein is extended to the case of multiple
healing phases. For further details on the other model
components, the interested reader is referred to the papers
cited above.

Cohesive Zone Model

The cohesive zone model relates the crack-plane traction
vector (T) to the relative displacement vector (W) as
follows:

T .=1-w) Ku+h-K(u—u) (1)

where w € [0,1] is the damage variable, K is the elastic
stiffness, h is the degree of healing and u, is the relative
displacement at the time of healing. Damage evolution is
governed by an exponential softening function [12]:

_ b-ue
w=1- %e Cum=u ()

in which u, = f;/K, where f; is the tensile strength of the
material, ¢ = 5 is a softening constant, u,, is the relative
displacement at the end of the softening curve and & is the
damage evolution parameter that depends on the maximum
value of the inelastic relative displacements.

Mechanical healing is observed once healed material
bridges the crack, and -in the absence of re-damage- is
given by the total relative area of healed material (®tot) at
the centre of the crack [12]:

Bw, ) = P13 ) G
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Healing with Multiple Phases

The healing reaction concerns the precipitation of healed
material in the crack, emanating from the crack faces. This
process can be simulated as the propagation of a diffuse
reaction front, and can be described by the following,
derived from an analytical solution of the advection-
diffusion equation [11]:

max / 2

= 1| ()
Ppn(x,t) = > 1 — tanh N

Z(t
Zc1

Z t

x—z(t) x—z(t) —Z )
4)

4)

Itis noted that in the present work, we have employed
Equation (4) to directly describe the propagation (or build-
up) of a diffuse front of healed material, as opposed to
considering an advection-diffusion-reaction system. This
approach is equivalent to an advection-diffusion-reaction
system in which the reaction is sufficiently fast relative to
the rates of transport. In this case, the profile of healed
material (reaction products) is directly proportional to the
concentrations of the reactants. The concentration of the
reactants is governed by an advection-diffusion equation
with a retardation factor and therefore, the profile of
healed material can be described by an advection-diffusion
equation.

An illustration of the behaviour of Equation (4) (and
Equation (6)) can be seen in Fig. 2.

In (4), x denotes the position measured from the crack face
and z(t) is the position of the reaction front given by [11]:

z(t) = 2z (1 - e_%) (5)

where z, is the critical reaction front depth and < is the
curing time parameter. Finally, Z., is a wall factor and z, is
a diffusion-like coefficient.

In previous works one phase of healed material was
considered and the total profile of the relative area of healed
material was given by Equation (4) (where @ = 1).1
the present work however, the example conS|dered features
multiple phases of healed material and as such, the total
profile of the relative area of healed material becomes a
summation given by:

ot ©)
(ptot(xr t) = Z (Pph(X, t)

ph=1

where @pn is the relative area of healed material of phase
ph and nph is the number of healed phases. In addition,
(pg}lax is the maximum relative area of healed material for

phase ph, and it is noted that the condition th 1opnr <1

must be satisfied.
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Fig. 2. Illustrative profiles of relative area of healed material as predicted
by (4) and (6) (where CH denotes calcium hydroxide, CSH is calcium
silicate hydrate and Tot is the total, i.e. CH+CSH).

NUMERICAL IMPLEMENTATION

In the present work the model is implemented in a finite
element framework.

For the mechanical behaviour, embedded strong
discontinuity elements are employed for the representation
of discrete cracks, whilst the nonlinearity is dealt with using
a Newton-Raphson procedure [13].

For the transport behaviour, an embedded discrete fracture
method is used to describe the coupling between the flow
in the porous matrix and the discrete cracks [11], an unfitted
finite element method is used to describe the strong
discontinuity at the healing agent interface within discrete
cracks [13] and the nonlinearity is dealt with using a Picard
procedure.

For further details on the numerical implementation, the
interested reader is referred to [10-13]. The source code for a
2D version of the model is given in [12].

EXAMPLE PROBLEM

To demonstrate the performance of the model we consider
the healing of a cementitious specimen due to further
hydration, based on the results presented in [14]. In this
example, further hydration leads to precipitation of Calcium
hydroxide (CH) and calcium silicate hydrate (CSH) in the
crack, with healing observed once the precipitates bridge
the crack. In [14], the authors employ the cement hydration
model CemPP (CEMHYD3D) to simulate further hydration in
a 10pm crack, giving a prediction of the degree of healing
as a function of healing time. In the present work, we first
employ the healing front model to simulate the healing
reaction. Following this, a direct tension test of a double-
notched cementitious cube is simulated to illustrate the
stress-crack mouth opening displacement (CMOD) response
of the model with varying healing periods and CMOD at
which healing begins.

The model parameters employed can be seen in Table

1, whilst a schematic of the direct tension test set up is
shown in Fig. 3. In [14], the authors found that the degree of
mechanical healing was approximately double the degree
of healing at the centre of the crack. To reflect this, the
mechanical parameters of the healed material were set to
double that of the cementitious matrix.
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Parameter Value Parameter Value

E (GPa) 30
E, (GPa) 60
v,v, (5) 0.3
fi (MPa) 1.5
fen (MPa) 3

U, (mm) 0.02

Z¢1,cSH (mm) 100
Tesy (days) 42
Zeo,cp (mm)  0.03

Zey cp (MM) 100
Tcy (days) 1167

Z,, (mm)  0.0001
Upp (mm)  0.0075 @ () 0.25

Zeocsy (mm)  0.025 & (=) 0.324

Table 1. Model parameters.

Specimen dimensions = 100x100x100mm3
Notch depth = 25mm

Fig. 3. Schematic of direct tension test.

A comparison between the predictions of the healing front
model and the results of [14] can be seen in Fig. 4.
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o
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0.05
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Fig. 4. Degree of healing of 10pum crack as predicted by CemPP [14] and
present model.

The results of the direct tension test can be seen in Fig. 5.

DISCUSSION

The examples presented show that the multi-phase healing
front model can accurately reproduce the results of the
cement hydration model, CemPP (see Fig. 4). In addition,
the direct tension test demonstrates that the model can
account for both the effects of varying healing period and
CMOD at the time of healing (see Fig. 5).
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Fig. 5. Predicted Stress-CMOD response different healing periods and at
CMODs of a) 0.011mm and b) 0.007mm respectively.

CONCLUSIONS

This study has provided an overview of a couple finite
element model, developed as part of a combined
experimental-numerical programme, for simulating
self-healing quasi-brittle materials. The model features
various components for simulating each of the physical
processes that govern the healing response. The healing
front model for simulating the build-up of healed material
in discrete cracks has been extended to the case of multiple
healing phases. The performance of the model has been
demonstrated through the consideration of an example
problem concerning the healing due to further hydration

of a cementitious specimen, and its mechanical response
in a direct tension test. The results of the example problem
show that the extended healing front model can accurately
reproduce the predictions of a cement hydration model,
and that the coupled model naturally captures the effects
of both the healing period and crack opening at the onset of
healing.

Future work will investigate the extension of the model to
further healing systems and agents.
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Pinball Tendons Crack
Closure Technology

Concrete is a popular construction material due to its unyielding nature. Keywords:
Although concrete is resistant to erosion, rotting, and rusting, due to its low Self-Healing, crack closure,
tensile strength, reinforced concrete is prone to cracking. Also, because the durability, concrete.

cracks expand and become bigger over time, they can be a potential risk

for concrete elements and lead to the failure of structures. Consequently,

effective and early crack-closing and concrete healing can greatly enhance

and improve concrete structures’ lifespan. Mechanical closing of the cracks by Corresponding author:
tendons has been one of the successful solutions. These tendons act based SharifiS@cardiffac.uk
on a stored force in a balanced system. The new generation of tendons being

investigated on a laboratory scale is Pinball Tendons (PBT). In addition to the

simple activation phase, these tendons can store much more force due to

their sleeve being made from steel. The significant feature of PBTs is that they

do not need to receive any energy or recharge after the casting in concrete,

so their service life lasts until they are activated to close the crack and release

the prestressed force. According to the recorded CMOD data in this study, the

tendons managed to close more than 65% of the crack aperture. The speed

of the crack closure is another positive aspect of PBTs, 90% of crack closure

has been done within the first 8 seconds. Because of this performance, in

addition to the self-healing during the life span of structures, tendons can be

a helpful alternative for repairing and enhancing concrete in sudden events

like earthquakes and explosions.
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INTRODUCTION

Concrete is the most frequently used engineering material
in the modern world due to its high performance and low
cost. It is regarded as one of the global consumption’s most
valuable construction materials [1,2]. However, despite
concrete’s many advantages, such as good strength and
durability, cracks can easily damage it. Cracks can threaten
concrete elements and decrease their toughness and life
span [3]. Cracks allow moisture and corrosive chemicals

to access the steel reinforcement, speeding up the
deterioration process [4]. This has led to high maintenance
and repair costs for concrete, which comprise a significant
portion of the overall cost of concrete structures [5].

Self-healing concrete is an effective solution for reducing
concrete degradation by automatically repairing cracks
[6]. One of the most recent concrete self-healing methods
presenting acceptable results is using tendons to close
cracks [7]. Initially, these tendons could close the crack
based on the generated force by the shrinkage of a
particular type of polymer known as a shape memory
polymer (SMP)[8]. But later, with changes in the design of
the tendons, the new tendons (Hybrid SMP) were able to
close the crack with a prestressed force as the main force,
which was a significant improvement in the ability to close
cracks [9].

In the Hybrid SMP, a core of aramid fibres (made from
Kevlar) is put into the Polyethylene terephthalate (PET)
tube, then the Kevlar is tensioned, which causes the
compression on orientated PET tube. Anchors are used to
holding the aramid fibres in this position. So, this tendon
will be in an equilibrium condition until the activation. The
Pre-stressed aramid fibre (Kevlar) offers the needed force
to close the concrete crack. The Hybrid SMP employed

the prestressed force in the core for closing cracks which
depended on the PET’s strength; despite initial success, the
prestresses in the tendon were relatively limited because
the compressive strength of the PET sleeve was low and
limited [9].

This paper describes the preliminary research on a new
tendon with the aim of increasing the prestressed capacity
by removing the PET and trying to make a more accessible
activation phase. The new system is made of three parts;
the first is a stainless steel tube, the second is a hybrid
prestressed element (Kevlar) and another stainless steel
tube that forms the core of the tendon, and the third is a
metal ball that holds the system in equilibrium and acts as
an activator. The tendon is in equilibrium until the activation
phase. The prestressed force is released at this point, and
the load is applied as a compressive force to cracks.

The initial findings demonstrate an ability to increase the
prestressed load, which improves crack-closure ability
significantly.

GENERAL CONCEPT

Heide and Schlangen demonstrated in 2007 that they

could minimise the size of cracks in concrete by applying
compressive forces to the samples. By emerging the shape
memory alloys (SMAs), this finding took concrete self-
healing systems in a new direction[10]. Due to the high

cost of using the SMAs, Jefferson et al. (2010) suggested
using Shape Memory Polymers (SMPs). The polyethylene
terephthalate (PET) was considered a good shape memory
polymer for the manufacturing of crack-closure technology.
PET has the characteristic of shortening when heated.
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When constrained, its shape memory action develops

stress which can be used to close cracks within the concrete
element. Balzano et al. (2021) suggested an improved
design for the SMP Tendons. The improved Hybrid Tendons
were characterized by a pre-stressed Kevlar inner core
constrained by an outer PET sleeve. When activated, the PET
would shrink hence releasing the pre-stress stored in the
inner core [9,7].

Although Jefferson et al. (2010) demonstrated and proved
the general concept of crack closure, the ability to close
cracks was limited to the force generated by PET shortening
[7]. Also, Hybrid SMP tendons had some limitations because
their ability remained limited to the strength of the PET
sleeve [9].

This work aims to maximise the prestressed force by
designing a new tendon, namely Pin-Ball Tendon (PBT).
Figure 1illustrates the concept of the new crack-closure
system created for this study.

OUTER TUBE
METAL BALL
(MM D)
METAL ROD
(4mm Di)
INNER TUBE

Fig. 1. Assembly of the tendon and locking of the components before the
tension.

The PBT tendon is composed of three main parts:

. The inner component core (which is initially in
tension),

. A steel tube (which is initially in compression),

. A metal ball that will tolerate shear force (it is the result
of tension and compression forces).

The metal ball was placed into the holes in tubes by a
metal rod in the first stage, and then the system was locked
(Fig. 1). The second stage involved pre-tensioning the core
elements (Fig. 2a), which is elastically tensioned. The entire
system was “sealed” when the core achieved the desired
prestress T. The system is now in an equilibrium state, and
the external force has been released on the inner core. The
outer element is now being compressed while the core
elements are in tension. (Fig. 2b).

The prestressed PBT tendon will then be embedded

into the structural element. When cracking occurs, the
tendon becomes active (Fig. 3a). The ball will release upon
activation, and the prestressed load in the inner core will
close the crack (Fig. 3b). They do not need to receive any
energy or recharge after the casting in concrete, so their
service life lasts until they are activated to close the crack
and release the prestressed force.

MATERIALS

The external element is a steel tube with an outer diameter
of 16 MM, a wall thickness of 1.5 MM, and a drilled hole. The
geometrical properties of the Outer element are illustrated
in Fig. 4a.
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Fig. 3. Activation phase and closing cracks: the appearance of cracks in
concrete (top) and closing crack by activating the tendon and releasing
the prestressed force (bottom)

8.5 MM
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140 MM
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Fig. 4. The geometrical properties of the tendon: outer element (top) and
inner element (bottom).
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The inner element comprises a 12 MM steel tube with a 1

MM wall thickness and an aramid fibre called Kevlar, which
is engaged with the 12 MM tube by a pin (Fig. 4a). A9 MM
hole has also been drilled in the inner tube. Once the Kevlar
is tensioned, since the Kevlar is already engaged with the
tube, the tensile stress will be distributed at the tube as well.

The inner and outer elements will be held together by a

9 MM steel ball. The steel ball was placed at the drilled
hole in both elements, and then the tendons were sealed
with a clamp (the total length of the tendons was 170
MM). The tubes are made of 304 stainless steel, and a 2.33
MM diameter Kevlar rope was used. Table 1 shows the
mechanical properties of Kevlar.

Tensile Strength | Young Modulus Density
MPa MPa KG/M3
600 5-7x103 1440

Table 1. Kevlar rope mechanical properties.

When the tendons are stretched, the force distribution in
the tendon leads the steel ball to move towards the inside
of the tubes. This situation will continue until the tubes
slide on each other, and the force will be released. A piece
of the iron rod was placed inside the tube to control the
activation phase and prevent the ball movement. This rod
will be displaced during the activation phase until it no
longer obstructs the ball, and at that point, the tendon will
be activated.

The tendon is hung on a load cell from the ropes side to
begin the prestressing process. The inner element was

then prestressed and sealed with commercially available
clamps. Afterwards, the inner part was stressed to achieve a
prestress of 2000 N stored in each tendon.

LABORATORY EXPERIMENTS

Preparation of the specimens

Two mortar beams with dimensions of 75x75x255 MM

were tested for this preliminary study. Figure 5 depicts a
typical cross-section of a mortar specimen with embedded
prestressed PBTs. A tendon was embedded in the mortar
beams at a distance of 15 MM from the bottom and an equal
distance from the lateral sides.

75 MM

75 MM

Fig. 5.Cross section of the mortar beam with embedded
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The mortar paste was made using a 3:1 sand-to-cement
ratio and a 0.6 water-to-cement ratio. The moulds were cast
in three layers. In order to aid in the mortar’s compaction, a
slight vibration was imposed between each layer.

After 24 hours, the mortar beams were removed from the
moulds, covered in wet hessian, and wrapped in plastic. The
specimens were cured for seven days.

TESTING

A three-point bending test was carried out on the mortar
beams after curing to form a crack. The bottom surface

of the specimens was notched to 3 MM depth, and then
the knife-edge plates adhered to the notch’s sides for the
purpose of attaching a monitoring gadget for recording the
Crack Mouth Opening Displacement (CMOD) during the
experiment.

The size of the generated crack was controlled by managing
the applied force via feedback from a machine stroke
displacement transducer and monitoring the CMOD.

Figure 6 depicts the relationship between the force and the
CMOD and shows how the force initially rose until the first
crack appeared in the samples. Then, as the deformation
increased, the force reduced (due to decreasing the needed
force for extending the crack). The unloading process began
when the CMOD reached above 0.3 MM (Balzano et al. 2021).
The final created CMOD was recorded at the end (when
there was no force on the samples).

RESULTS AND DISCUSSION

For a more precise presentation of the results, the CMOD
data were recorded before and after activation, and the
crack width was measured using a magnifying camera and
CAD software. Figure 7 shows the outcome of crack closure
by tendons.

According to the recorded CMOD data, the tendons were
correctly activated and functioning properly. In the first
sample, the tendon managed to close 67.47% of the crack
aperture, and in the second tendon, the crack closing

rate was 64.94%, which are both significant results. The
speed tendon crack’s closure is another aspect to take into
consideration. 90% of crack closure has been done within
the first 8 seconds. Because of this performance, tendons
are a helpful alternative for repairing and enhancing
concrete in sudden events like earthquakes and explosions.

Pictures by the magnifying camera from before and after the
activation phase confirm the monitoring device’s outcomes
and the effectiveness of the tendons (Fig.8).
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Fig. 6. Force-CMOD diagram recorded during the 3-point bending test for
the mortar specimen.
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Fig. 7. The CMOD at the samples before and after the activation.

Fig. 8. Comparison of crack width before (top) and after (bottom)
activation at sample 2.
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CONCLUSION

The proposed PBT tendon has the capacity to store high
stresses to close cracks in mortar beams successfully. In
addition to showing an acceptable result in closing the
cracks and providing an encouraging solution for the
durability of concrete structures, the system also has the
advantage of acting quickly, hence offering a potential
repair mechanism in sudden accidents.

The study is still in its early stages, but the investigation into

this prestressed system is ongoing.
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Cracks are a typical characteristic of a concrete structure, formed as a direct
consequence of the concrete’s low tensile strength. They represent a risk to
the longevity of a concrete structure; over time, under the effects of loads and
environmental factors, cracks tend to grow and coalesce. It is widely known
that cracks reduce the mechanical properties of, and significantly increase
the diffusion of deleterious materials through a concrete structure, thus
shortening its service-life. The need for enhanced structural longevity and
reduced maintenance costs have driven an increased demand for self-healing
technologies. Smart crack-closure technologies can lead to the production

of more adaptable structural elements, with reduced associated waste and
CO2 emissions. The work will cover the developments of a digitally controlled
system that uses smart hybrid tendons (HTs) embedded in concrete to detect
and close cracks. In particular the work will focus on the digital activation
system for the HTs. This technology comprises a shape memory polymer
tubular sleeve hosting a pre-stressed strong core which act together to
provide an effective crack-closing action and offer flexural reinforcement to
the concrete element. The HTs have been the object of a lab-scale study and
the digital activation system will complete their design, paving the way for
their use in the real world.
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INTRODUCTION

Concrete is the most used building material and its

use s irreplaceable for countless large infrastructure
developments [1]. However concrete-based buildings and
infrastructure are susceptible to cracking due to the limited
tensile strength of the concrete itself [2], [3].

Micro cracks are an unavoidable phenomenon in ordinary
concrete[4]. Fractures in concrete structures may form as

a result of temperature variations, structural difficulties,
and freeze-thaw cycles. In time micro-cracks will generate
macro-cracks, which facilitate the penetration of harmful
ions such as chloride into concrete. These cracks may
eventually cause serious challenges for concrete structures
and shorten their lifespan [5].

As a solution to the challenge of cracking in concrete,
self-healing concrete has been widely explored by many
researchers [6]-[10].

In particular a possible solution would be to embed
engineered (autonomic) self-repair mechanisms into
concrete structural elements, which are able to heal cracks
as they form. [11], [12].

Balzano et al 2021[12] presented a new healing system

that uses pre-tensioned hybrid tendons to close cracks in
cementitious structural elements. The tendons comprise

an inner core, formed from aramid fibre ropes, and an

outer sleeve made from a shape memory PET. During the
manufacturing process, the inner core of a tendon is put into
tension and the outer sleeve into compression, such that the
tendon is in equilibrium. A set of tendons are then cast in

a cementitious structural element and heat activated once
cracking occurs. This triggers the shrinkage potential of the
PET sleeve, which in turn releases the stored strain energy in
the inner core. The tensile force thereby released applies a
compressive force to the cementitious element, in which the
tendons are embedded, that acts to close any cracks that
have formed perpendicular to the axis of the tendons.

This system was proven to successfully close 0.3 mm cracks
in mortar beams. Moreover, the hybrid tensons can act as
effective reinforcement both before and after activation.

Although proven effective, the Hybrid tendons are still far
from being ready to be used in a working infrastructure.

In particular a proper activation system was still needed.
Previously the tendons would be activated by placing the
samples in the oven but this is not an optimal procedure
especially in view of a possible use on a structure. An
activation system is needed that would be embedded
within the structural element and be triggered by the crack
detection.

This paper describes the initial experimental work carried
out to explore the use of electric heating wires as activation
system for the Hybrid Tendons on structural concrete
beams.

GENERAL CONCEPT

Balzano et al. (2021) introduced a novel crack-closure
technology namely hybrid tendons which proved to
successfully close cracks in mortar beams. The present work
follows up on the progress of this past research by applying
the hybrid tendon on concrete beams of a relevant scale and
exploring the viability of an activation via a heating system
embedded in the beam together with the tendons.
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The Hybrid tendons were activated via a system of electric
wires wrapped around each tendon and externally
connected to a power supply. The whole system was then
connected to a computer for data collection and to control
the activation.

The general scheme of the experiment setting is represented
in Fig.1.

POWER
SUPPLY

ELECTRIC WIRES

\CRACK-DETECTION SYSTEM

MONITORING STATION

Fig. 1. General concept.

MATERIALS

PET

A commercial grade of polyethylene terephthalate (PET)
material (Dow Lighter C93) was used. This is an amorphous
polymer, and so its shape memory behaviour is controlled
by its glass transition temperature T,; orientation must

be imposed at around this temperature, and shape
recovery is also achieved near T,. For this material, T,=78°C
according to manufacturer’s figures. This makes the
triggering temperature compatible with the setting concrete
environment.

Kevlar

Kevlar® is an organic fibres belonging to the family of the
aramid fibres and is characterized by a relatively high tensile
strength (ca 700 MPa).

Electrical Equipment

The electrical activation system is designed using high
resistivity wires with excellent oxidation resistance, making
it suitable to work in concrete.

The wire was wrapped around each tendon to make a coil
resistance able to generate the heat for activation.

The finished tendon plus activation system is reported in
Figure 2.
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Fig. 2. Hybrid Tendons with electric wires.

Concrete

The concrete for the beam specimens was prepared using
Portland cement CEM Il A/L 32.5 R (CAS number 65997-15-
1), standard quartz sand (CAS number 14808-100 60-7) as
fine aggregate, 10mm aggregates and tap water. Cement (c),
sand (s) and aggregates were mixed in a ratio of 1:1.55:2.1
by mass, and water (w) was added at a w/c ratio of 0.55 by
mass.

Three 100x100x100mm cubes and three 100x200mm
cylinders were produced in order to perform compression
and splitting tests in accordance with BS EN 12350-1:2000
and BS EN 12390-6:2009 respectively, with the aim of
determining the compressive cube strength (fcu) and
tensile splitting strength (fcyl) of the mortar paste. All the
specimens were cured for 7 days prior to being tested. The
compressive and splitting test results are given below in
Table 1, noting that CV denotes the coefficient of variation.

fcu (7days) fcyl (7days)

MPa MPa
Mean 29.2 3.48
cv 0.02 0.08

Table 1. Mechanical Properties of the concrete mix.

LABORATORY EXPERIMENTS

Preparation of the specimens

For the purpose of this preliminary study, four concrete
beams with dimensions 100x100x500mm were tested.
Figure 3 shows the typical cross section of the concrete
specimens with the embedded hybrid tendons.

Following the stressing procedure described in Balzano et
al 2021, each tendon would store an average pre-stress of
1.2kN. A number of four tendons have then been embedded
in each concrete beam.
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Fig. 3. Geometry of the concrete beam cross section with embedded
tendons.

After 24 hours the concrete beams were then removed from
the mould and covered in wet hessian and wrapped in cling
film. The specimens were cured for 7 days (Figure 4).

Fig. 4. Concrete beam specimens

Testing

After curing, each specimen was tested in three-point
bending (Fig. 5). Prior the test, the specimen was notched

in order to accommodate the knife edge plates glued to the
underside of the beam. A lightweight clip gauge was located
between the plates to monitor the Crack Mouth Opening
Displacement (CMOD) during the experiment. The load was
controlled via feedback from a machine stroke displacement
transducer which allows the softening behaviour to be
captured. Once the crack aperture reached the desired
value the loading was stopped and the test was switched to
displacement control. At this point the power supply was
activated, gradually heating the embedded tendons. Two
Thermocouples type K were installed in each specimen to
monitor the temperature raise, hence confirming the system
was capable of rising the temperature of the PET up to the
activation.

Fig. 5. Three-point bending test apparatus.
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RESULTS

Figure 6 shows the Force-CMOD graph recorded during the
test. This shows that the specimen exhibited a quasi-linear
behaviour until a peak (which corresponds to the point
where the concrete began cracking), after which the load
decayed with increasing deformation.

The test was stopped at a CMOD value ranging from 0.25
and 0.3 mm. The tendons were then activated and the
crack closure was monitored. Figure 6a shows how the
CMOD reduces after activation and this process took
approximately 20 minutes. However being the machine set
on Displacement-control, the load shows a rise as the crack
closes.

Figure 6b shows the data from the thermocouples
embedded in the concrete beam. Unfortunately the
thermocouple in B1 stopped working during the
experiment. However the other three show how the CMOD
decrease when the temperature raises, proving the closing
action of the Tendons.
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Fig. 6. Load-CMOD results.
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CONCLUSIONS

This paper presented the design of an embedded activation
system for the crack-closure technology of the hybrid
tendons.

The activation system consisted in electric wires wrapped
around each tendon and connected to a power supply,
which would activate once the crack forms.

The results of the preliminary experimental campaign are
very promising, showing the potential of this system to
successfully heat and activate the tendons, hence releasing
the stored stress.
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